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1 Executive Summary 

This NEUP Project aimed to generate accurate atomic structural models of nuclear waste 

glasses by using large-scale molecular dynamics-based computer simulations and to use these 

models to investigate self-diffusion behaviors, interfacial structures, and hydrated gel structures 

formed during dissolution of these glasses. The goal was to obtain realistic and accurate short 

and medium range structures of these complex oxide glasses, to provide a mechanistic 

understanding of the dissolution behaviors, and to generate reliable information with predictive 

power in designing nuclear waste glasses for long-term geological storage. Looking back of the 

research accomplishments of this project, most of the scientific goals initially proposed have 

been achieved through intensive research in the three and a half year period of the project. This 

project has also generated a wealth of scientific data and vibrant discussions with various groups 

through collaborations within and outside of this project. Throughout the project one book 

chapter and 14 peer reviewed journal publications have been generated (including one under 

review) and 16 presentations (including 8 invited talks) have been made to disseminate the 

results of this project in national and international conference. Furthermore, this project has 

trained several outstanding graduate students and young researchers for future workforce in 

nuclear related field, especially on nuclear waste immobilization. One postdoc and four PhD 

students have been fully or partially supported through the project with intensive training in the 

field material science and engineering with expertise on glass science and nuclear waste disposal.  

 

2. List of publications and presentations of this project 

With the support of this NEUP project, one book chapter, and 13 peer reviewed papers have been 

created (including one currently under revision). It also leads to 16 presentations in national and 

international conferences and workshops (including 8 invited talks). The papers and 

presentations are listed below: 

2.1 Book chapter:  

1. J. Du, “Challenges in molecular dynamics simulations of multicomponent oxide glasses”, in 

“Molecular Dynamics Simulations of Disordered Materials: from Network Glasses to Phase-

Change Memory Alloys”, Springer Series in Material Science, Vol. 215, pp157-180, 

Springer, ISBN 978-3-319-15674-3 (2015). 
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2.2 Journal papers:  

1. L. Deng and J. Du, “Development of effective empirical potentials for molecular dynamics 

simulations of the structures and properties of boroaluminosilicate glasses”, Journal of Non-

Crystalline Solids, 453 177-194 (2016). 

2. M. Ren, L. Deng, J. Du, “Surface structures of sodium borosilicate glasses from molecular 

dynamics simulations”, Journal of American Ceramic Society, 100 2516-2524 (2017). 

3. J. Du and J. Rimsza, “Atomistic computer simulations of water interactions and dissolution 
of inorganic glasses”, Nature Partner Journal Materials Degradations, 1 16 (pp1-12), 
(2017). 

4. M. Ren and J. Du, “Structural origin of the therma1l and diffusion behaviors of lithium 

aluminosilicate crystal polymorphs and glasses”, Journal of American Ceramic Society, 99 

2823-2833 (2016). 

5. J. Rimsza, J. Du, “ab initio Molecular Dynamics Simulations of the Hydroxylation of 

Nanoporous Silica”, Journal of American Ceramic Society, 98 [12] 3748-3757 (2015). 

6. J. R. Rimsza, J. Du, “Structural and Mechanical Properties of Nano-porous Silica”, Journal 

of American Ceramic Society, 97, 2772-2781 (2014). 

7. J. Rimsza, L. Deng, J. Du, “Molecular dynamics simulations of nanoporous silica and 

organosilicate glasses using reactive force field (ReaxFF)”, Journal of Non-Crystalline 

Solids, 431 103-111 (2016). 

8. J. Rimsza, J. Du, “Nanoporous Silica Gel Structures and Evolution from Reactive Force 

Field Based Molecular Dynamics Simulations”, Nature Partner Journal Materials 

Degradations, under revisions. 

9. J. M. Rimsza, J. Yeon, A.C.T. van Duin, and J. Du, “Water-nanoporous silica interactions: 

comparison of ReaxFF and ab initio based molecular dynamics simulations”, Journal of 

Physical Chemistry C, 140, 24803-24816 (2016).  

10. J. Rimsza, J. Du, “Interfacial Structure and Evolution of the Water-Silica Gel System by 

Reactive Force Field Based Molecular Dynamics Simulations”, Journal of Physical 

Chemistry C, 121 11534-11543 (2017). 

11. J. Rimsza, J. Du, “Surface reactions and structural evolution of organosilicate glass under Ar 

plasma bombardment”, Computational Material Science, 110 287-294 (2015). 

12. X. Lu, J. J. Neeway, J. R. Ryan, J. Du, “Influence of low concentration V and Co oxide 

doping on the dissolution behaviors of simplified nuclear waste glasses”, Journal of Non-

Crystalline Solids, 452, 161-168 (2016). 

13. X. Lu, D. Schreiber, J. Neeway, J. Ryan, J. Du, “Effects of Optical Dopants and Laser 

Wavelength on Atom Probe Tomography Analyses of Borosilicate Glasses”, Journal of 

American Ceramic Society, 100 4801-4815 (2017). 

 

2.3 Presentations: 

1. J. Du, Invited talk, “Corrosion of glasses for nuclear waste disposal”, Environmental 

Engineering Symposium, AIChE Dallas Section, Richardson TX (Oct. 27, 2017). 
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2. J. Du, Invited talk, “Atomistic computer simulations of nuclear waste materials”, 

Symposium on Materials Issues in Nuclear Waste Management: Nuclear Waste Process 

Analysis and Modeling, MS&T 2017 Pittsburg, PA (Oct. 8-12, 2017). 

3. J. Du, Invited talk, “Radiation induced structural and property changes of borosilicate 

nuclear waste glasses”, International Workshop on Laser and Ion Beams Interactions with 

Materials (LIBIM 2017), Chengdu, China (June 18-21, 2017). 

4. J. Du, Invited talk, “Structures and properties of multicomponent oxide glasses with mixed 

glass formers from molecular dynamics simulations”, American Ceramic Society Glass and 

Optical Materials Division annual meeting (May 24, 2016). 

5. J. Du, Invited talk, “Water/glass interactions from ab initio and ReaxFF based molecular 

dynamics simulations”, The 3rd Glass Materials Atomistic Simulations International 

Symposium, Wuhan, China (April 5, 2016). 

6. J. Du, Invited talk, “Challenges in molecular dynamics simulations of multicomponent 

oxide glasses with mixed glass formers”, Sandia Glass Summit, Albuquerque, NM (Jan. 8, 

2016). 

7. J. Du, Invited talk, “Molecular dynamics simulations of multicomponent oxide glasses with 

mixed glass formers”, Computational Design of Ceramics and Glasses Symposium, MS&T 

2015, Columbus, OH (Oct. 7, 2015). 

8. J. Du, Invited talk, “Atomistic Computer Simulations of Glasses and Melts: Experimental 

Validation and Structure Interpretation”, NOMAD Aerodynamic Levitator Workshop 2015, 

Oak Ridge National Lab, Oak Ridge, TN (Feb. 10, 2015). 

9. L. Deng*, J. Du, “Structures and properties of boroaluminosilicate glasses from molecular 

dynamics simulations”, Materials Science and Technology (MS&T 2016), Salt Lake City 

UT (Oct. 26, 2016). 

10. M. Ren*, J. Du, “Structure features of sodium borosilicate glasses from molecular dynamics 

simulations”, Materials Science and Technology (MS&T 2016), Salt Lake City UT (Oct. 26, 

2016). 

11. X. Lu*, J. Neeway, J. Ryan, J. Du, “Influence of transition metal oxide on the properties and 

dissolution behaviors of simplified high-level nuclear waste glasses”, American Ceramic 

Society Glass and Optical Materials Division annual meeting (May 24, 2016). 

12. J. M. Rimsza*, J. Du, “Interfacial behavior and dissolution gel structures of silicate glasses 

from ReaxFF and ab initio based computer simulations”, American Ceramic Society Glass 

and Optical Materials Division annual meeting (May 25, 2016). 

13. J. M. Rimsza*, J. Du, “Diffusion and Interaction of Water in Nanoporous Silica from Ab 

Initio Simulation”, Computational Design of Ceramics and Glasses Symposium, MS&T 

2015, Columbus, OH (Oct. 8, 2015). 

14. M. Ren*, J. Du, “Molecular dynamics simulations of structures and lithium diffusion in 

LiAlSi2O6 glass and crystals”, XIV International Conference on Physics of Non-Crystalline 

Solids, Niagra Falls, NY (Sept. 20-25, 2015). 

15. J. Du*, L. Deng, M. Ren, “Structure and diffusion properties of boroaluminosilicate nuclear  

waste glasses”, 2015 ACerS GOMD – DGG joint meeting on Glass and Optical Materials, 

Miami, FL (May 17-21, 2015).  

16. L. Deng* and J. Du, “Molecular dynamics simulations of borate and borosilicate glasses”, 

2015 ACerS GOMD – DGG joint meeting on Glass and Optical Materials, Miami, FL (May 

17-21, 2015). 
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3. Summary of major accomplishments and findings of this project 

Findings and progresses of this project have been reported in milestone and annual reports. 

Here we summarize the main scientific accomplishments of this project: 

(1) In order to obtain realistic structure models of complex, multicomponent nuclear waste 

glasses, we have developed empirical potentials that enabled molecular dynamics (MD) 

simulations of borosilicate glasses. One of the key challenge is the parameters for boron 

containing systems where boron coordination changes with composition. The 

development work enable MD simulations of boroaluminosilicate multicomponent 

glasses. The work of potential development and discussion of challenges of MD 

simulations of multicomponent glasses. Detailed results and findings can be found in 

Paper 1-2 in the attachments.  

(2) Generated realistic bulk and surface structure models of nuclear waste glasses by using 

large scale MD simualtions. Furthermore the structures and properties of these glass 

have been explored and compared with experimental data. Paper 3-4 in the attachment. 

(3) Generated models of hydrated nanporous silica gel structure models that led to 

enhanced understanding of the gel layer as a result of glass dissolution and their impact 

on transport behaviors. In order to study water/glass interfaces, Reactive Force Field 

(ReaxFF) potentials were explored and validated by comparing with ab initio based 

MD simulations of water/silica reactions. The validated parameters were used to study 

the short range, microstructural and other characteristics of nanporous silica gel layers. 

Paper 5-8 in the attachment. 

(4) Investigated the water/porous gel layer/glass interfacial layer structure and behaviors. 

Interracial models of dense bulk glass, porous silica gel, and bulk water were generated 

and their evolution at different temperature were investigated. Paper 9 in the 

attachment. 

(5) To complement the simulation tasks, we have also performed experimental work on 

static corrosion of ISG glasses with various transition metal and rare earth ions. 

Furthermore, the effect of optical absorption as a result of these TM and RE ion doping 

on the atom probe tomography detection efficiency were investigated. These paved the 

way for future APT studies of nuclear glass and gel structures. Paper 10-11 in the 

attachment. 
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(6) Lastly, the research in this NEUP project leads to several new areas and on-going 

studies of simulations of nuclear waste glasses. These include Monte Carlo simulations 

of glass dissolution by using glass structure models from MD simulation instead of 

idealized lattices. By collaborating with Sebastien Kerisit of PNNL, we have made 

initial testing of this approach for sodium borosilicate glasses but more extensive work 

on code development and improvement (such as including the condensation reactions) 

will be needed. Furthermore, by utilizing large computational resources such as the one 

at Sandia National Lab (by collaborating with Louise Criscenti) we have performed 

some long simulations (up to a few nanoseconds) for larger water/silica gel systems 

(over 10,000 atoms) by using ReaxFF based MD simulations. These will lead to future 

work of gel structure evolutions.  

 

The rest of the report include copies of the papers that are in the order presented in the 

summary.  

 

4. Copies of papers that summarize the findings of this project 

List of the papers with copies as major findings of this project corresponding the project 

summary in section 3: 

1) L. Deng and J. Du, “Development of effective empirical potentials for molecular dynamics 

simulations of the structures and properties of boroaluminosilicate glasses”, Journal of 

Non-Crystalline Solids, 453 177-194 (2016). 

2) J. Du, “Challenges in molecular dynamics simulations of multicomponent oxide glasses”, 

in “Molecular Dynamics Simulations of Disordered Materials: from Network Glasses to 

Phase-Change Memory Alloys”, Springer Series in Material Science, Vol. 215, pp157-180, 

Springer, ISBN 978-3-319-15674-3 (2015). 

3) M. Ren, L. Deng, J. Du, “Surface structures of sodium borosilicate glasses from 

molecular dynamics simulations”, Journal of American Ceramic Society, 100 2516-2524 

(2017). 

4) M. Ren and J. Du, “Structural origin of the therma1 and diffusion behaviors of lithium 

aluminosilicate crystal polymorphs and glasses”, Journal of American Ceramic Society, 

99 2823-2833 (2016). 

5) J. Rimsza, J. Du, “ab initio Molecular Dynamics Simulations of the Hydroxylation of 

Nanoporous Silica”, Journal of American Ceramic Society, 98 [12] 3748-3757 (2015). 

6) J. M. Rimsza, J. Yeon, A.C.T. van Duin, and J. Du, “Water-nanoporous silica interactions: 

comparison of ReaxFF and ab initio based molecular dynamics simulations”, Journal of 

Physical Chemistry C, 140, 24803-24816 (2016).  
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7) J. Du and J. Rimsza, “Atomistic computer simulations of water interactions and 
dissolution of inorganic glasses”, Nature Partner Journal Materials Degradations, 1 16 
(pp1-12), (2017). 

8) J. Rimsza, J. Du, “Nanoporous Silica Gel Structures and Evolution from Reactive Force 

Field Based Molecular Dynamics Simulations”, Nature Partner Journal Materials 

Degradations, under revisions. 

9) J. Rimsza, J. Du, “Interfacial Structure and Evolution of the Water-Silica Gel System by 

Reactive Force Field Based Molecular Dynamics Simulations”, Journal of Physical 

Chemistry C, 121 11534-11543 (2017). 

10) X. Lu, J. J. Neeway, J. R. Ryan, J. Du, “Influence of low concentration V and Co oxide 

doping on the dissolution behaviors of simplified nuclear waste glasses”, Journal of Non-

Crystalline Solids, 452, 161-168 (2016). 

11) X. Lu, D. Schreiber, J. Neeway, J. Ryan, J. Du, “Effects of Optical Dopants and Laser 

Wavelength on Atom Probe Tomography Analyses of Borosilicate Glasses”, Journal of 

American Ceramic Society, 100 4801-4815 (2017). 
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A set of empirical potentials have been developed to enablemolecular dynamics simulations of oxide glasseswith
themost common glass formers: silica, boron and aluminum oxides. Built upon the recent borosilicate potentials,
this set of partial charge effective potentials features composition dependent variable atomic charges and
pairwise short range interactions that ensure high computational efficiency. They can correctly reproduce the
short range structure features of boroaluminosilicate glasses including [SiO4] tetrahedral network, aluminum co-
ordination, and, importantly, the coordination change of boron as a function of composition. By using the newly
developed potentials, a series of sodium boroaluminosilicate glasses were simulated and the structures analyzed
in terms of bond distance, bond angle, and coordination number, which were compared with available theoret-
ical, simulation and experimental results. Structural analysis such as polyhedral connectivity analysis, Qn analysis,
and ring size distribution were obtained to investigate themedium range structure features of these glasses. Fur-
thermore,mechanical properties such as Young's, shear and bulkmoduliwere calculated andwere found to be in
good agreementwith experimental data. The vibrational density of stateswas also calculated and comparedwith
previous MD and ab initio results. The results show [3]B and [4]B had distinctive spectra features and vibrational
spectra were in good agreement with earlier ab initio studies.

© 2016 Elsevier B.V. All rights reserved.
Keywords:
Empirical potential development
Molecular dynamics simulations
Boroaluminosilicate glass
Borosilicate glass
Glass structure
Mechanical property
1. Introduction

Boroaluminosilicate glasses find wide applications in industry and
technological fields such as nuclear waste disposal, sealing materials
for fuel cells, chemical and heat-resistant glass containers (such as the
Pyrex® glasses), optical components, and insulating fiber glasses [1,2,
3,4]. However, as compared to silicate glasses, the structures of these
glasses are more complex due to interactions of multiple glass formers
including SiO2, B2O3 and Al2O3, as well as their interactions and compe-
tition for modifier cations and oxygen ions. These complex interactions
lead to the known mixed glass former effect [5]. The lack of detailed
structural information hinders the understanding the composition-
structure-property relationship hence the rational design of these
glasses for various applications. In this paper, we aim to develop a set
of effective composition dependent partial charge potentials that enable
molecular dynamics simulations of these glasses to account for the in-
teraction of multi glass formers and accurately predict both the struc-
tures and properties of these glasses with many practical industrial
and technological applications.
Addition of boron oxide and aluminumoxide to silicate glasses leads
to complex competition of alkali cations and the intriguing mixed glass
former effect. It is known that introduction of alkali oxide to silica re-
sults in breaking the Si-O-Si linkages and the three-dimensional net-
work by the formation of non-bridging oxygen (NBO). When alkali
oxide is added to borosilicate glasses, however, there is a competition
between the formation of NBOs on [SiO4] tetrahedrons and conversion
of boron from 3- to 4-fold coordination state ([3]B to [4]B), which can
be described by a two-state statisticalmodelwith difference in enthalpy
of the two process [6]. In sodium aluminosilicate glasses, especially
those peralkali compositions, aluminum ions mainly exist in 4-coordi-
nation state and sodium ions play a charge compensation role [7].
When the three glass formers coexist in boroaluminosilicate glasses, ad-
dition of alkali oxide modifiers can play multiple competing roles in-
cluding charge compensation of [AlO4]−, conversion of [3]B to [4]B, and
creating NBOs on [SiO4] [4,8]. It is generally believed that the enthalpy
of formation increases in the three competing processes [6,8]. As a re-
sult, the empirical potential for boroaluminosilicate glasses needs to
properly describe the three competing processes.

Solids state NMR results have shown that the [3]B to [4]B conversion
is the structural origin of the boron anomaly behaviors in a number of
properties such as glass transition temperature, coefficient of thermal
expansion and density of borate glasses [9], where the structure of

http://crossmark.crossref.org/dialog/?doi=10.1016/j.jnoncrysol.2016.09.021&domain=pdf
http://dx.doi.org/10.1016/j.jnoncrysol.2016.09.021
mailto:du@unt.edu
Journal logo
http://dx.doi.org/10.1016/j.jnoncrysol.2016.09.021
Unlabelled image
http://www.sciencedirect.com/science/journal/00223093
www.elsevier.com/locate/jnoncrysol
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borate glasses is characterized by R=[Na2O]/[B2O3] and the fraction of
[4]B and consequently the properties show a maximum at around R =
0.4. In borosilicate glasses, the trend is preserved but the maximum R
value varies with K=[SiO2]/[B2O3]; thus both R and K are important pa-
rameters to characterize the borosilicate glasses. Yun and Bray [10] pro-
posed a model for sodium borosilicate glasses to calculate the four-fold
coordinated boron percentage (N4) with different R and K values based
on NMR studies, and this model was later modified and improved by
Dell and Bray [11]. In the boroaluminosilicate glasses, the addition of
alumina creates competition of between boron and aluminum for oxy-
gen and charge compensating alkali ions. For example, it is generally ac-
cepted that the addition of aluminum ions will reduce the excess
sodium content which in turn changes the boron N4 value [4]. NMR
studies [12] showed that the experimental N4 value in sodium
boroaluminosilicate glasses is smaller than those in sodium borosilicate
glasses that have the same ([Na2O]−[Al2O3])/[B2O3] and K values. The
reason of the lower N4 value in sodium boroaluminosilicate glass was
suggested to be that the sodium oxide is firstly used to convert alumi-
num from higher coordination states and Na+ ions charge compensate
[AlO4]−. Du and Stebbins [8] proposed a modification of the Yun, Dell
and Bray model (YDBmodel) [10,11] where the R and K values in orig-
inal YDB model are replaced by R′=[Na2O]/([B2O3]+[Al2O3])
and K′=[SiO2]/([B2O3]+[Al2O3]), since boron and aluminum have sim-
ilar behavior of mixing. This new model is designed for sodium
boroaluminosilicate glasses in which the sodium concentration is
higher than that of aluminum. In this model, [Na2O]− [Al2O3] defines
the practically available quantity of the sodium for [3]B to [4]B conversion
and NBOs for SiO4 tetrahedrons. Although this model works well for
most compositions, it has limitations in compositions with
[Al2O3] ≫ [B2O3], since the N4 is incorrectly predicted to be 1 when
the R′ value is larger than 1.

Molecular dynamic (MD) simulations have been an important
method to study the structures of glass and amorphous materials
since its first application about four decades ago [5]. Among other fac-
tors, the interatomic potential plays a key role in MD simulations. Al-
though there are many suitable potentials for silicate glasses,
potentials that are capable of simulating borate and aluminate glasses
are limited. It is especially challenging for borate containing silicate
and aluminate glasses due to the interaction of the glass formers, or,
the mixed glass former effect. There are several attempted potentials
for multicomponent glasses. Among these potentials, only a few of
them contain boron oxide and none of them can fully study the struc-
tures of boroaluminosilicate compositions. For example, Delaye and
Cormier [13,14] proposed a set of potential which can be applied to
the systems containing Na, B, Al, Si, O, Zr and Ca using the combination
of two- and three-body potential terms. However, this potential pro-
duces glasses with over-estimated four-fold coordinated boron, since
the N4 values in boroaluminosilicate glass should be less than the ones
in sodium borosilicate glasses based on El Damrawi's work [12]; more-
over, the BMHpotential uses full ionic chargewhere partial covalency of
the Si-O network was not properly described. Huang and Kieffer [15,16]
proposed a coordination dependent potential set which includes the
charge transfer effects. However, the potentials were developed for sil-
ica and boron oxide only, and, compared to other commonly used oxide
glass potentials, the potential form is relatively complex. Du and
Cormack [17,18] employed a set of partial charge potential to describe
partial covalency of silicate systems and the potential set has parame-
ters for Si, Na, O, P [19], rare earth ions [20], and Al [7]. However,
boron is not included in this potential. Pedone and coworkers [21] pro-
posed a potential set which can deal with alkali and alkali earth silicate
and aluminate glasses but boron oxide is not included in this potential
set either. There are several separate sets of potentials that were devel-
oped to describe borate or borosilicate glasses. These potentials have a
general feature that is to take the local coordination environment into
consideration for boron charge or B-O interactions, only through
which the boron coordination change with composition can be
described by the potentials. For example, Park and Cormack proposed
a set of coordination dependent potential for borate and borosilicate
glasses [22]. Depending on the coordination number, different parame-
ters, were used for 3- and 4-coordinated boron atoms. Huang and
Kieffer [16] proposed a set of charge transfer potential for boron oxide
glass where the atomic charge is allowed redistribute depending on
the local environment during the simulations. However, this potential
was developed only for B2O3 and it has a complicated form and relative-
ly high computational cost. Inoue et al. [23] developed a set of partial
charge pairwise potential for sodium borosilicate glasses and it was
shown to be able reproduce boron coordination change with composi-
tion. Kieu and coworkers [24] recently developed a set of composition
dependent variable charge pair-wise potential for sodium borosilicate
glasses which were shown to have high computational efficiency and
can reproduce the structural information and mechanical properties of
sodium borosilicate glasses. Boron coordination change with composi-
tion was addressed by the variation of atomic charge on boron and
other ions, as well as the repulsion term of the short range B-O interac-
tions. Alumina is not included in this potential set, however, which pre-
vents us from the simulations of common glass composition of the
boroaluminosilicate system.

In addition to classical MD simulations, several ab initio MD or first
principles calculations were used to study boron oxide or borosilicate
glasses. These results provide input from first principles and valuable
comparison for empirical potential development. Ferlat et al. [25] stud-
ied boron oxide glasses using ab initioMDsimulations, inwhich two nu-
merical models containing boroxol ring units have been tested.
Structural and vibrational properties have been investigated and com-
pared with experimental data from static structure factor, NMR and
Raman. More recently, Kob and co-workers [26,27] studied sodium bo-
rosilicate glasses for both liquid and glass states using ab initioMD. Stat-
ic and dynamic properties of liquid state such as partial structure factor,
boron coordination and diffusion behavior have been studied. Further-
more, radial distribution, sodium distribution around [3]B and [4]B,
total electronic density of states and vibrational density of states have
been analyzed for the glass state. In addition, average boron charge on
oxygen atoms, dielectric function and absorption spectra give insight
into understanding the sodium borate glass system.

In this paper, we've developed a set of compatible and effective po-
tential for simulating sodium boroaluminosilicate glass systems based
on the framework for sodium borosilicate systems proposed by Kieu
et al. [24]. After extensive testing and addressing some limitations of
the original potential, aluminum related parameters were developed
by empirical fitting and applied several series of boroaluminosilicate
glasses. Detailed short and medium range structure characterization of
the glasses and calculations of mechanical and vibrational properties
are then presented.

2. Methodologies

2.1. Empirical potentials for borosilicate glasses

Kieu and coworkers [24] developed a set of potential for sodium bo-
rosilicate glasses based on earlier development of partial charge empir-
ical potentials for silicate magma and minerals by Guillot et al. [28].
Similar to several of the potentials for silicates [18,29,30], this set of po-
tential combines a long range coulomb term and a short range
Buckingham term:

Φ rij
� � ¼ qi qj

rij
þ Aije

−rij
ρij −

Cij

rij6
1

where, rij is the interatomic distance between atom i and j; qi and qj are
the effective charge for atom i and j, respectively. Aij, ρij and Cij are the
parameters for the Buckingham term.
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One essential component of the Kieu et al. potential [24] is the com-
positional dependent variable atomic charges. The charges of boron, and
consequently all other elements, vary with two ratios are commonly
employed in describing the structures of borosilicate glasses: R ¼ Na2O

B2O3

andK ¼ SiO2
B2O3

. Two assumptionsweremade on the atomic charges: First-
ly, the ratio of atomic charge between 3- and 4-coordinated boron, and

those between the two boron species andoxygen remain constant:
qB4
qB3

¼
1:14;

qB4
qO

¼ −1:71;
qB3
qO

¼ −1:5. This is based on the results of quantum

mechanical calculations of lithiumborate system [31] andmolecular dy-
namics simulation result of B2O3 glass [16]. Secondly, the average boron

charge is determined by j q0Bq0O j ¼ f B3 j
qB3
qO

j þ f B4
j qB4qO

j, where fB3 and fB4 are

the fraction of 3- and 4-coordinated boron based on the YDB model
[10,11] that was originated from solid state NMR studies. Based on
these assumptions, the average boron to oxygen charge ratio as a func-
tion of R is fitted to those from YDB model. As a result, the charge of
boron and other elements can be calculated by solving following two
equation:

q0B ¼ −q0O C6K
2 þ

X5
i¼1

CiR
i þ C0

 !
ð2Þ

q0i ¼ qi−NB
q0B−qB

NSi þ NO þ NNa
where i ¼ Si;O;Na ð3Þ

where, Ci(i=0,1,2,… ,6) are empirical parameters, Ni (i=B,Na,Si,O)
are atom numbers of each element, and qi (i=B,Na,Si,O) are the initial
charge values from Guillot-Sator's paper [28] with the values being
−0.945, 1.89, 0.4725 for O, Si and Na, respectively.

In addition to compositional dependent charges, this potential set
also has an adjustable “A” parameters for the B-O Buckinghampotential,
and the ratios R and K are also involved in “A” parameter determination
for B-O pair obtained by Eq. (4):

AB−O ¼
X5
i¼1

aiR
�i þ a0 ð4Þ

where, ai(i=0,1,2,… ,5) are empirical values and R⁎ is defined by both
R and K values through following equation:

R� ¼
min R;

K
16

þ 0:5
� �

Rb
K
4
þ 0:5

0 R∈
K
4
þ 0:5;K þ 2

� �
8>><
>>: ð5Þ

It is worth mentioning that there exists a discontinuity of R* value
when R equals to K/4 + 0.5, which will also affect boron N4 values.

2.2. Addition of aluminum to the borosilicate potentials

2.2.1. Assumptions for adding Al2O3

Alumina is a common component that improves the chemical dura-
bility and mechanical strength of glasses. From structure point of view,
addition of Al2O3 to borosilicate glasses introduces competition for oxy-
gen and charge compensation alkali ionswith boron. In order to include
Al3+ related parameters to the sodium borosilicate potential [24], we

added a new ratio H ¼ Al2O3
B2O3

so that both charge and A value of B-O
Buckingham pair can vary while Al composition changes. Moreover,
based on the model proposed by Du and Stebbins [8], the YDB model
[10,11] for borosilicate glasses can be applied to boroaluminosilicate
glasses by modifying R and K values. Since the network forming behav-
ior of 4-coordinated aluminum, which is themajority coordination spe-
cies in these glasses, is quite similar to 4-coordinated boron, these two
species are considered as one general type. As a result, the modified R
value called R′ is introduced and defined as shown below:

R0 ¼ Na2O
B2O3 þ Al2O3

ð6Þ

The modified K value called K′ is then defined as:

K 0 ¼ SiO2

B2O3 þ Al2O3
ð7Þ

The new ratio N′4 that describes four-coordinated boron can be
expressed in the following equation:

N0
4 ¼ N4 � B2O3 þ Al2O3

B2O3 þ Al2O3
ð8Þ

Additionally, we realize that the R* value plays the similar role com-
paringwith theN4 value of the systems in the original Kieu's potential in
the low sodium content region (Rb K

4 þ 0:5). Furthermore, for those sys-
tems with K′ larger than 8, YDB model of high silicon content (K N 8)
[10] is employed to deal with the problem that N4 is higher than 1.
Thiswill be usefulwhile dealingwith the systemswhichhas high silicon
together with low boron content. As a result, by modifying Eq. (5), the
R⁎′ value is calculated from Eq. (9):

R�0 ¼

min R0; K0
16

þ 0:5
� �

; R0≤ K0
4
þ 0:5; K0≤8

0; R0∈ K0
4
þ 0:5; K0 þ 2

� �
; K0≤8

R0 R0≤1; K0N8
0 R0N1; K0N8

8>>>>>><
>>>>>>:

ð9Þ

According to recent NMR studies of boroaluminosilicate glasses [12],
it is shown that sodium ions first convert aluminum from 5-6 to 4-coor-
dination, then the remaining sodium ions convert boron from 3 to 4-co-
ordination. Therefore, those compositions with higher Al2O3 than Na2O
will give a N4 value which equal to 0. In addition, the smallest value of
R⁎′, which may obtain a non-negative N4 value, is equal to H′( H0 ¼

Al2O3
B2O3þAl2O3

Þ. As a result, the effective R* value, which is called Re
⁎, will be

applied to calculate the A parameter of B-O pair instead of R⁎ in Eq.
(4). This variable is the N4 value (i.e. the fraction of four-coordinated
boron) based on the Du and Stebbins model [8] and can be calculated
through Eq. (10):

R�
e ¼

R�0 � Al2O3 þ B2O3ð Þ−Al2O3

h i
B2O3

R≥H;R�0
≥H 0

0 R≥H;R�0
b H 0

RbH

8>>><
>>>:

ð10Þ

The charge determination equations were also modified based on
the Du and Stebbins model [8]. Furthermore, since sodium ions prefer-
entially bond to aluminum and then boron, the amount of sodium
which will affect boron charge is more accurately defined as:

R0
e ¼ R0−H0 ¼ Na2O−Al2O3

B2O3 þ Al2O3
ð11Þ

Notice that if the aluminum concentration is higher than that of so-
dium, this value will become 0. Therefore, the charge values of each el-
ement can be obtained by solving following two equations:

q0B ¼ −q0O C6K
02 þ

X5
i¼1

CiR
0
e
i þ C0

 !
ð12Þ

q
0
i ¼ qi−NB

q
0
B−qB

NNa þ NAl þ NSi þ NO
ð13Þ

jd0198
Highlight



Table 2
Empirical potential parameters newly fitted for Al-O, Al-Al, Al-Na, Al-Si and Al-B pairs, as
well as the parameters for Si-O, Na-O, O-O, Si-Si, Si-B, B-B, B-O pairs from Kieu et al. [24].

Pair Aij (eV) ρij (Å) Cij (eV·Å6)

Al-O 28,287.00 0.172 34.7600
Al-Al 351.94 0.360 0.0000
Al-Na 175.21 0.130 0.0000
Al-Si 646.67 0.120 0.0000
Al-B 137.58 0.479 0.0000
Si-Oa 45,296.72 0.161 46.1395
Na-Oa 120,360.22 0.170 0.0000
O-Oa 9027.03 0.265 85.0321
Si-Sia 834.40 0.290 0.0000
Si-Ba 337.70 0.290 0.0000
B-Ba 121.10 0.350 0.0000
B-Oa,b AB-O (from Eq. (4))a 0.124b 35.0019b

a Pair parameters are from Kieu et al. [24].
b Updated B-O parameters from Kwon et al. [32].
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where, Ci (i=0,1,2,… ,6) are empirical parameterswhich also are given
in Table 1,Ni (i=B,Na,Al,Si,O) are atomnumbers of each element, and qi
(i=B,Na,Al,Si,O) are the initial charge values from Guillot-Sator's paper
[28]: qB=1.4175;qNa=0.4725;qAl=1.4175;qSi=1.89;qO=−0.945.

2.2.2. Parameters for Al related pairs
The Al related potential parameterswere initially fitted to the exper-

imental structure information of various crystals by using GULP [33].
The parameters were refined by systematically adjusting the parame-
ters to reproduce boron coordination and B-O bond distances in a series
of sodium boroaluminosilicate glasses. This process involved simula-
tions of large number of glass structures generated through the melt-
and-quench process by usingMD simulations. A weighted cost function
was used to search for the optimal parameters. The final parameters for
the sodium boroaluminosilicate glasses are shown in Table 2.

2.2.3. Simulation procedures for glass generation
The initial configurations with around 3000 atoms are randomly

generated and overlapping atoms are pushed away from each other.
These systems are first energy minimized at 0 K and then relaxed at
300 K for 60 ps. After the relaxation, these systems are melted at
6000 K for 60 ps, relaxed at 5000 K for 100 ps, and then cooled down
to 300 K at a cooling rate of 5 K/ps. NPT ensemble relaxation is applied
in order to obtain density information. All the final structures are re-
laxed using NVT and NVE ensembles in order to remove inner stress.
The whole melting-quench process is carried by DL_POLY simulation
package [34]. This process is shown in Fig. 1.

2.3. Structural analysis methods

Various structure analysis methods have been used to study both
short-range and intermediate-range order structural information. The
typical analysis for the short-range structure of glass are pair distribu-
tions functions (PDF), bond angle distribution functions (BAD) and co-
ordination number analysis. As long-range order structure units don't
exist in amorphousmaterials due to the non-periodicity, the intermedi-
ate-range structural order is another important information to study the
glass which focus on the range of 5–10 Å. The medium-range order is
usually characterized by using Qn distribution and ring size distribution
analysis.

2.3.1. Pair distributions functions
The PDF is basically the probability to find an atom at certain dis-

tance from the center atom. And the first peak gives the distance be-
tween two nearest atoms; therefore, the center position of the peak is
considered as the bond distance of these two elements. The distribu-
tions of the interatomic distances of certain particle pairs in a given vol-
ume can be described through following equation:

g rð Þ ¼ 1
4πr2ρδr

XT

t¼1

XN

j¼1
ΔN r→r þ δrð Þ

N � T
ð14Þ

where, g(r) is the ratio between the local density and the bulk density of
the system, ρ is the number density of the system, N is the total number
of the atoms, and T is the total time-step of the calculation, δr is the
Table 1
Empirical parameters in Eqs. (4) and (12) based on Kieu et al. [24].

0 1 2 3

ai 180,390.53 47,166.67 −43,827.65 210,268.55
Ci 1.49643 0.29504 −0.2565 0.08721

a The original value 0.55 was modified to 0.5 + K′/16 based on the Dell and Bray model.
integration step, and ΔN is the number of atoms in the region between
r and r+δr. The structure factor of the system can be developed directly
from g(r) through a Fourier transform; therefore, the PDF plot can be
compared with the experimental data obtained from the X-ray or neu-
tron diffraction [35,36].

2.3.2. Bond angle distribution
BAD is a method to analyze the distribution of the angle formed by

an atom together with two nearby atoms. The formula to calculate
BAD is shown by following equation [37]:

aijk θð Þ ¼ 1
Na

∑Na
l¼1δ θ− θijk

� �
l

� �
ð15Þ

where, θijk is the angle formed by atom j and two closest atoms i and k.
Na is the number of all angles formed by atoms i, j (center atom) and k.
The cutoff value is the first minimum point after the first intense peak
on the pair distribution function plot. The cutoff values we chose for
the Si-O, B-O and Al-O pairs are 2.25 Å, 1.85 Å and 2.25 Å, respectively.

2.3.3. Coordination number
Coordination number (CN) is the number of first nearest neighbor of

the center atom i which can be obtained through counting the atom
number of type jwithin the sphere of radium r0. The r0 value is the cutoff
distance and is the same to the one in BAD calculation.

2.3.4. Qn distribution and ring size distribution
Qn distribution is a method to count the number of each Qn species

which is originally defined in a “quaternary” (four-coordinated) units.
The Qn is formed by the glass network former atom and the nearest
neighbor oxygen atoms,while “n” stands for the number of surrounding
bridging oxygen atoms connected to each center glass-former atom.
However, for Al and B polyhedrons, there exist “trinary” (three-coordi-
nated) or “quinary” (five-coordinated) units. In this paper, we useQn for
all these three polyhedral units in the multicomponent glass systems,
although other coordinated units may exist.
4 5 6

−52,520.42 −139,041.69 –
−0.01323 0.00073 0.0 (Re′≤0.5+K′/16)a

0.00315
(Re′N0.5+K′/16)a



Fig. 1. Temperature profile of the MD simulation process of glass formation.

Table 3
Structural information of NaAlSiO4 and Na2Al2B2O7 crystal structures.

Crystals NaAlSiO4 Na2Al2B2O7

Source Experiment
[41]

Simulation Experiment
[42]

Simulation

a (Å) 9.995 9.892 4.811 5.097
b (Å) 9.995 9.892 4.811 5.097
c (Å) 24.797 25.081 15.278 15.128
α (°) 90.0 90.0 90.0 90.0
β (°) 90.0 90.0 90.0 90.0
γ (°) 120.0 120.0 120.0 120.0
dSi-O (Å) 1.618 1.601 – –
dAl-O (Å) 1.741 1.735 1.693 1.746
dNa-O (Å) 2.562 2.651 2.668 2.761
dB-O (Å) – – 1.408 1.362
ρ (g/cm3) 2.639 2.663 2.532 2.279
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Anotherway to describe the intermediate-range structure is the ring
size distribution analysis which gives the information of the glass net-
work connectivity. Statistics of the ring size distributions represented
by the number of polyhedrons that form the shortest path rings were
calculated from the final configurations of the simulated glass
structures.

2.4. Property calculations

2.4.1. Vibrational properties measurement
The total and partial vibrational density of states (VDOS) is a way to

study the vibrational properties of glass systems [38]. To obtain the
VDOS data, Fourier transformation is applied to velocity autocorrelation
function through following equation:

g ωð Þ ¼ 2
π

Z ∞

0
C tð Þ cos ωtð Þdt ð16Þ

where, ω is the frequency of vibration, C(t) is the velocity autocorrela-
tion function, and t is the time. Partial VDOS is noted as gα(ω), where
α is Al, B, Na, Si, O, [3]B and [4]B.Mechanical properties measurement

As a way to describe the stiffness of a material, the elastic constant
matrix can be obtained by solving the relationship between stress and
strain tensors through a deformation process. The notation can be
expressed as:

Sij ¼ Cijkl � ϵkl ð17Þ

where, Sij are symmetric stress tensor elements, Cijkl are the fourth
rank of the elastic constants, and ϵkl are the symmetric strain elements.
The number of distinct constants reduced by symmetry is 21. Deforma-
tions of the stimulated configurations are applied from six directions (x,
y, z, xy, yz, xz), and zero energy minimization method are employed to
obtain the elastic constant matrix. The calculations were carried by
using the LAMMPS [39] package. Elastic moduli are calculated using
Hill's methods [40], in which the geometric average values of the
Voigt and Reuss ones are used. TheVoigt andReuss bulkmodulus values
can be obtained through the Eqs. (18) and (19):

BR ¼ 1= S11 þ S22 þ S33 þ 2� S31 þ S21 þ S32ð Þð Þ ð18Þ

BV ¼ 1
9
� ðC11 þ C22 þ C33 þ 2� C12 þ C13 þ C23ð Þ ð19Þ
And the shear modulus ones are calculated by the following equa-
tions:

GR ¼ 15= 4� S11 þ S22 þ S33ð Þ−4� S12 þ S23 þ S31ð Þ þ 3� S44 þ S55 þ S66ð Þð Þ
ð20Þ

GV ¼ 1
15
� C11 þ C22 þ C33ð Þ− C12 þ C23 þ C31ð Þ þ 3� C44 þ C55 þ C66ð Þð Þ

ð21Þ

The Young's modulus values were calculated based on the relation-
ship between bulk modulus and shear modulus through Eq. (22):

E ¼ 1
3� G

þ 1
9� K

� �−1

ð22Þ

Six glasses from randomly generated initial structureswere generat-
ed and used for the mechanical property calculations and structure
analysis. Average values of the properties and standard deviations
were obtained from these samples of each composition.

3. Results

3.1. Validation of the potential model and glass compositions for MD
simulations

To validate the newly developed aluminum related parameters, two
aluminum containing ternary crystal structures were calculated using
the developed potentials and compared with experimental structure
values (Table 3). The new potential parameters were able to reproduce
both structure features such as bond lengths, the unit cell volume and
densities of these crystals.

By using the developed potentials, a series of glass compositions of
sodium boroaluminosilicate glasses have been studied in this work.
These glasses have the same constant amount of sodiumoxide but vary-
ing concentrations of the three glass formers with formula being
16Na2O-4xAl2O3-4yB2O3-4(21-x-y) SiO2 (x = 1, 2, 3, 4 and y = 3, 4,
5, 6). These compositions (abbreviated as SBNAx-y glasses) are summa-
rized in Table 4 and the atomic charges of the simulated glass composi-
tions can be found in the Appendix (Table 1). This series of glass covers
wide range of Re

⁎: from 0.00 to 0.688; therefore, the applicability of the
newly developed potential has been tested.

Snapshot of the simulated structures of SBNA 1-6 and SBNA 4-6 are
shown in Fig. 2a and b, respectively. The structures are shown in ball-
stick (atom and bonding) style (Fig. 2a and b, upper) and can be seen
that the glass structures are made of silicon-oxygen tetrahedrons, alu-
minum-oxygen tetrahedrons, and boron-oxygen triangles and tetrahe-
drons, which is shown in the polyhedron representation (Fig. 2a and
b, lower). With composition change, the percentage of these network

Image of Fig. 1


Table 4
Composition information of SBNA x-y glasses (16Na2O-4xAl2O3-4yB2O3-4(21-x-y) SiO2 (x = 1, 2, 3, 4 and y = 3, 4, 5, 6)) [43] with calculated N4′ and Re

⁎ values using our modified po-
tential model.

SBNA x-y (in mol%) Na2O Al2O3 B2O3 SiO2 ρ
(g/cm3)

Re Ke He N4′a Re
⁎b

SBNA 4-6 16 16 24 44 2.322 0.400 1.100 0.400 0.400 0.000
SBNA 3-6 16 12 24 48 2.342 0.444 1.333 0.333 0.444 0.167
SBNA 3-5 16 12 20 52 2.361 0.500 1.625 0.375 0.500 0.200
SBNA 3-4 16 12 16 56 2.395 0.571 2.000 0.429 0.571 0.250
SBNA 3-3 16 12 12 60 2.399 0.667 2.500 0.500 0.656 0.313
SBNA 2-6 16 8 24 52 2.375 0.500 1.625 0.250 0.500 0.333
SBNA 2-5 16 8 20 56 2.399 0.571 2.000 0.286 0.571 0.400
SBNA 2-4 16 8 16 60 2.429 0.667 2.500 0.333 0.656 0.484
SBNA 2-3 16 8 12 64 2.426 0.800 3.200 0.400 0.700 0.500
SBNA 1-6 16 4 24 56 2.419 0.571 2.000 0.143 0.571 0.500
SBNA 1-5 16 4 20 60 2.446 0.667 2.500 0.167 0.656 0.588
SBNA 1-4 16 4 16 64 2.471 0.800 3.200 0.200 0.700 0.625
SBNA 1-3 16 4 12 68 2.465 1.000 4.250 0.250 0.766 0.688

a The N4′ value is the theoretical percentage of four-coordinated boron and aluminum calculated by using Du and Stebbins's model [8].
b The Re

⁎ value calculated from Eq. (10), and is equal to the N4 value in sodium boroaluminosilicate glasses based on Du and Stebbins's model [8].
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building blocks and their connectivity changes, which will be further
analyzed in the subsequent sections.

Structure information such as coordination number, Qn species dis-
tributions, pair distribution functions and bond angle distribution func-
tions of the simulated glasses have been analyzed. Additionally,
medium range structures such as polyhedral connections and ring size
distribution functions were also analyzed. Furthermore, the vibrational
properties and mechanical properties of this series of glasses have been
calculated and compared with previous simulation results and experi-
mental data.

3.2. Short range structures

3.2.1. Pair distribution function analysis
In order to give an inside view of the structures, one common used

distribution function, the total distribution function has a form of
Fig. 2. Simulated structures inball-stick (top) andpolyhedron (bottom) styles for a) SBNA1-6 an
Magenta, yellow and orange polyhedrons are for Al, Si and B, respectively.
4πρrg(r), has been studied. In order to keep it brief, the neutron broad-
ened total distribution function and all the partial pair distributions are
only plotted for the SBNA 3-3 glass as shown in Fig. 3.

As shown in Fig. 3, the first main peak of Si-O pair is located at
around 1.61 Å which is typical for silicon oxygen tetrahedrons. The Si-
O bond distance of 1.61 Å is in good agreement with previous MD sim-
ulation results for sodiumaluminosilicate glasses [7,44] and experimen-
tal value from X-ray absorption spectra for silicate glasses [45].The first
main peak of Al-O pair is centered at around 1.74 Å, which is in good
agreement with previous MD simulation results for sodium aluminosil-
icate glasses [7], as well as the experimental data collected by XRD and
EXAFS for both alumina and sodium aluminosilicate glasses [46–49].
Detailed comparison between our simulated results and experimental
data for main bond distances of the SBNA3-3 glass is listed in Table 5.
In general, the simulation results are in good agreementwith the exper-
imental values. No diffraction data for any of the compositions studied
db) SBNA4-6, respectively. Red balls are oxygenatoms and purple balls are sodiumatoms.

Image of Fig. 2


Fig. 3. Simulated neutron broadened total correlation and partial pair distribution function
for the SBNA 3-3 structure.
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in thiswork is available to further validate the potentials and thiswill be
pursued in future work through collaboration with experimental
groups.

The B-O pair distribution function plots (Fig. 4a) and b)) for two se-
ries of glasses have been obtained through Eq. (14). These two figures
indicate that there are twomain peaks in B-O PDFplot. For compositions
with same alumina (Fig. 4a)), the first main peak locates at around
1.36 Å for the SBNA 3-6 composition, and it shifts to the right to around
1.37 Å for the SBNA 3-3 composition. The second main peak is centered
at around 1.43 Å for SBNA 3-6 composition, and it shifts to higher r
values of 1.44 Å for SBNA 3-3 composition. For those compositions
with same boron oxide content (Fig. 4b)), the first main peak shifts
from 1.36 for the SBNA4-6 composition to 1.39 Å for the SBNA1-6 com-
position, and the second one shifts from 1.43 for the SBNA 4-6 composi-
tion to 1.45 Å for the SBNA 1-6 composition. These two peaks are
corresponding to three- and four-coordinated boron, respectively. The
values of peak position are generally in good agreement with previous
MD simulation results [23,24] and ab initio simulation results [27] for
Na-B-Si ternary systems, as well as the experimental data [51] for vitre-
ous boron oxide.
3.2.2. Glass former cation coordination numbers (CN)
The coordination number analysis of Al indicates that most of the

aluminum ions are four-coordinated and form [AlO4]− tetrahedral
units (Fig. 5). This means most of the Al are converted from three/five
coordinated to four coordinated, which is in good agreement with our
presumption that modifier cation such as Na+ first charge compensate
Table 5
Comparisons of bond distance of different pairs between experimental data and simula-
tion results. The simulated bond distances are obtained from the SBNA3-3 glasses (16%
Na2O, 12% Al2O3, 12%B2O3 and 60%SiO2).

Bond length
(Å)

This
work

Previous simulation
works

Experiment

Si-O 1.61 1.59–1.61 [44] 1.60–1.61 [45]
Al-O 1.74 1.74–1.75 [44], 1.74 [7],

1.78 [7]
1.81 [46], 1.83 [47], 1.91 [48],
1.77 [49]

Na-O 2.51 2.4–2.6 [44], 2.42 [7],
2.46 [7]

2.30–2.43 [45], 2.46–2.62 [50]
[AlO4]− units. The total percentage of the three and five coordinated
aluminum is within 5%.

The Si coordination number is independent of Re⁎ value change and
stays at 4.0 in all the compositions. This result validates the silicon
part of this potential that most of Si atoms are four coordinated in
these glasses and form the tetrahedral units.

The average number of four coordinated boron as a function of effec-
tive R value is shown in Fig. 6. The values from simulations, together
with those calculated from the Du and Stebbins for boroaluminosilicate
glasses and the Yun, Dell and Bray model for borosilicate glasses, are
compared in Fig. 6. It can be seen that simulation results follow well of
the trend of the Du and Stebbins model, with the overall difference be-
tween the theoretical value (calculated by the D&B model and D&S
model) and simulated results being b10%. We expected the presence
of the irregular peak at Re⁎=0.5, since there are two sets of data points
which stand for two compositions with different Re and Ke values as
shown in Table 4. Coincidentally, the Re⁎ values of these two composi-
tions are calculated to be equal to each other by solving the Eqs. (9)
and (10). As a result, two sets of the data points can be found at Re⁎=0.5.

Further coordination analysis results are shown in Fig. 7. It is shown
that the simulated value N4′ (percentage of four coordinated B and Al)
follows the same trend of that calculated from the Du and Stebbins
model. It is worth noting that the difference of N4′ between simulation
and the model is larger for lower alumina content (small x value) (Fig.
7a–c)). And for the same amount of alumina, smaller y value or lower
concentration of boron oxide also leads to larger differences of the N4′
values between simulation and the model. This is due to the presence
of high N4 differences of these compositions (shown in Fig. 6, Re⁎ from
0.5 to 0.67). The general good agreement shows that the Du and
Stebbins model of B and Al coordination change is well reproduced by
the new developed potential parameters; therefore, together with
other agreement with experiments, the developed potentials enable
MD simulations of sodium boroaluminosilicate glass systems.

3.2.3. Qn species distributions analysis
The Qn (glass-former atoms connecting with n bridging oxygen, as

discussed in Section 2) distribution provides information about how
the network formers structural units connect with each other. Since
SiO2, B2O3 and Al2O3 are all considered as network formers, all the link-
ages connecting the structural units formed by these former cations are
took into consideration. That is, the oxygen atoms in Si-O-Al, Si-O-B and
B-O-Al are also counted as a bridging oxygen.

Qn analysis of [SiO4] and [AlOn] polyhedrons are shown in Table 6
and Table 7, respectively. The results indicate that the preferred species
for both Si andAl is Q4, suggestinghigh connectivity of network formers.
For those compositions with same Al content, the number of Q4 specie
increases while the B content is increasing; whereas, with same B con-
tent, this number increases while the Al content is decreasing. On the
other hand, for those with same Si content, higher Al content gives
lower Q4 species of the [SiO4] units. Thus, additional B content increases
the probability to form linkages between [SiO4] and other glass-former
polyhedral units; whereas, Al decreases this probability. Similar results
can be found in the polyhedral analysis section shown later. Additional-
ly, with the same amount of alumina (x), when boron oxide (y) gradu-
ally replacing silica, the percentage of silicon Q3 species decreases. In all
compositions, Q2 species is close to zero.

For [AlOn], there exists small amount of Q3 and Q5 with majority
(over 95%) beingQ4. Increasing B content (at sameAl content) generally
increases the number of Q4 units. That is, the B content increases the
probability of forming linkages between [AlOn] and other glass-former
polyhedral units. The existence of Q5 units is caused by the presence
of 5 coordinated Al in the glasses. It also suggests thatmost of aluminum
ions are connected to the other network formers in the glass network.

The Qn distribution of [BO3] and [BO4] units is shown in Table 8. The
main species are Q3 and Q4 for [BO3] and [BO4] units, respectively. And
the Q1 and Q2 species in [BO3] units and Q3 species in [BO4] units are

Image of Fig. 3


Fig. 4.Comparison of themain peakpositions in B-O PDF plots for compositionswith a) sameAl2O3 content and b) same B2O3 content, respectively. The formula of these glasses is 16Na2O-
4xAl2O3-4yB2O3-4(21-x-y) SiO2 (x = 1, 2, 3, 4 and y = 3, 4, 5, 6).
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due to the association of non-bridging oxygen with boron polyhedral
units. With the same soda and silica content (same x + y value), in-
creasing B/Al ratio (x/y) leads to an increase of the amount of Q3 specie
of the three-coordinated boron, and the amount of Q4 species of [BO4]
units gives similar trend.

With the same sodium and aluminum content (same x value), the
increase of boron content (and decrease of silica content) results in an
increase trend of the Q3 species of three-coordinated boron (in Fig.
8a)) and Q4 species of four-coordinated boron (in Fig. 8b)). These are
due to the availability of more sodium ions to combine with [BO3] and
[BO4] units, and less competition of aluminum/silicon for sodium and
oxygen. In addition, with same sodium and boron content (same y
value), decreasing aluminum content (and increasing silicon content)
slightly increases the Q3 species of three-coordinated boron, especially
at high boron concentration ones. This indicates that silica has stronger
network-forming ability than aluminum oxide in these glasses.

3.2.4. Bond angle distribution analysis (BAD)
The bond angle distributions have been analyzed for the angle inside

a polyhedron, as well as the angle formed by two glass-former atoms in
two different polyhedrons and an oxygen atom in the center (inter-
polyhedron). Fig. 9a) shows the O-Si-O bond angle distribution and it
indicates that the main peak of O-Si-O distribution is located at around
109.5°, which is close to the theoretical angle in a tetrahedral unit. The
O-Al-O bond angle distribution gives a relatively broad peak, as com-
pared to themain peak in O-Si-O distribution, and themain peak locates
Fig. 5. Percentage of 3 to 5 coordinated aluminum as a function of Re⁎ value. The Re⁎ value is
calculated by solving Eq. (10), and listed in Table 4. The formula of these glasses is 16Na2O-
4xAl2O3-4yB2O3-4(21-x-y) SiO2 (x = 1, 2, 3, 4 and y = 3, 4, 5, 6).
at around 107°. The results of O-Si-O and O-Al-O distributions are sim-
ilar to previous simulation results in sodium aluminosilicate glasses
[7]. The inter-polyhedron BAD as shown in Fig. 9b) gives general infor-
mation about how the polyhedrons connect with each other, e.g., the
bond angle formed by two polyhedrons and center oxygen atoms. The
main peak of the Al-O-Al bond angle centered at around 120°, and is
in good agreement with previous simulation results for sodium alumi-
nosilicate glasses7. The intensity of the peak for each bond angle also re-
flects the forming probability of the linkage between two polyhedrons.
For example, the higher Al-O-Si peak intensity indicates the Al-O-Si
linkage is the most favorable one in this glass.

The O-B-O bond angle distributions of two series of glass structures
were analyzed and shown in Fig. 10 a) and b). Two main peaks in the
BAD plots of O-B-O are observed: the first peak locates at around
109.5° which corresponds to the four coordinated boron and the second
peak is centered at around 120.0° which corresponds to the three coor-
dinated boron. While compositions varying, the positions of these two
peaks stay the same; whereas, the intensity of the peaks changes since
the number of three and four-coordinated boron changes in those
compositions.

To give a detailed understanding about the contribution of each
boron coordination to the PDF plot of B-O pair and BAD plot of O-B-O
angle, both of the plots are decomposed into species of [3]B and [4]B
Fig. 6. Percentage of four-coordinated B as a function of Re⁎where N4 is four coordinated B.
The simulation results (in blue triangles) are comparedwith the ones from YDBmodel (in
black stars, using Re⁎=R′=(Na2O−Al2O3)/B2O3) and D&S model (in red squares). The Re⁎

value is calculated by solving Eq. (10), and listed in Table 4.
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Fig. 7. Molar ratio Re (Na2O/(B2O3+Al2O3)), theoretical N4′ (fraction of four –fold coordinated boron, calculated by Du and Stebbin model) and simulated N4′ values as a function of y at
different x value: x = 1, 2, 3 for a), b) and c), respectively. The N4′ value is the total four-coordinated percentage of B and Al. The formula of these glasses is 16Na2O-4xAl2O3-4yB2O3-
4(21-x-y) SiO2 (x = 1, 2, 3, 4 and y = 3, 4, 5, 6).
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ones (as shown in Fig. 11 a) and b), respectively). The PDF plot gives
that the peak position of [3]B-O is at 1.37 Å and the [4]B-O one is at
around 1.45 Å. The main peaks of O-[3]B-O and O-[4]B-O angle are cen-
tered at around 109.5° and 120.0°, respectively. The peak positions in
the decomposed plots agrees well with previous simulation results
and experimental data as we discussed above. Therefore, the existence
of double main peaks in the B-O PDF and O-B-O PDF plots are results
of three and four-coordinated boron.
3.2.5. Sodium local environments
The Na-O pair distribution function has been analyzed. The main

peak in Na-O pair distribution function plot is located at the range
from 2.50 Å to 2.52 Å. This is consistent with earlier simulations for
Na2O-B2O3-SiO2 ternary systems with the same potentials [24]. It was
shown that the Na-O distance increases from 2.29 Å to 2.62 Å when
the role of the sodium atom changes from a network modifier to a
charge compensator [24].

In order to monitor the structural role of sodium, the percentage of

non-bridging oxygen and bridging oxygen as a function of Na2O−Al2O3
B2O3

are shown in Fig. 12. For those oxygen around all the glass-former
atoms (Fig. 12 a)), the majority species is bridging oxygen which is
about 92–95%, while about 2–5% of non-bridging and tri-bridging oxy-
gen exist. However, those values are quite steady while composition
varies. Therefore, further analysis of the oxygen species around boron
atoms is studied and plotted in Fig. 12 b). It can be seen that over 80%
of oxygen ions play the role of bridging oxygen and only 5–20% of
them are non-bridging oxygen. This explainswhy the average Na-O dis-
tance (around 2.5 Å) in the compositions studied in this work is toward
the longer side (2.29 to 2.62 Å) [24] as majority of sodium ions play the
role of charge compensators. The bridging oxygen percentage decreases
while the excess sodium content (remaining amount after converting
the Al from 5-6 to 4 coordinated) increases, when sodium ions began
Table 6
Percentage ofQn speciation of [SiO4] units in SBNA x-y glasses (16Na2O-4xAl2O3-4yB2O3-4(21-x

Glass x (Al2O3) y (B2O3) (21-x-y) SiO2

SBNA 4-6 4 6 11
SBNA 3-6 3 6 12
SBNA 3-5 3 5 13
SBNA 3-4 3 4 14
SBNA 3-3 3 3 15
SBNA 2-6 2 6 13
SBNA 2-5 2 5 14
SBNA 2-4 2 4 15
SBNA 2-3 2 3 16
SBNA 1-6 1 6 14
SBNA 1-5 1 5 15
SBNA 1-4 1 4 16
SBNA 1-3 1 3 17
to play the role of breaking the network linkages by forming non-bridg-
ing oxygen ions. The percentage of non-bridging oxygen increases with
Na2O−Al2O3

B2O3
and shows the opposite trend of bridging oxygen. Further-

more, the percentage of non-bridging oxygen increases slightly faster

with Na2O−Al2O3
B2O3

at the lowexcess sodium content range than the high ex-
cess sodium one. This can be seen from the change of slope before and
after 0.5 in Fig. 12b).

3.3. Network and medium range structures in the glasses

3.3.1. Polyhedral connection analysis
Polyhedral connectivity shows how the network former oxygen

polyhedrons are connected hence provides additional information of
the network structures. Experimentally, these can be revealed by ana-
lyzing multiple quantum 17O NMR spectra [52]. For a glass with three
glass formers, there would be six different linkages: [AOn]-[AOn],
[AOn]-[BOm], [AOn]-[COl], [BOm]-[BOm], [BOm]-[COl] and [COl]-[COl],
which we simplified as [A][A], [A][B], [A][C], [B][B], [B][C] and [C][C]).
Important information on medium range structure, the preferences of
these linkages, can impact glass properties. In order to characterize
the connectivity, we defined PAB, the probability of a polyhedral linkage
[A][B], as the ratio between the normalized number of this linkage
([A][B]) and normalized number of the all possible linkages. The nor-
malized value was calculated through dividing the number of the link-
age by the number of each linking glass former cation. Hence, the
probability of the linkage between glass former cationA andB, PAB, is de-
fined as,

PAB ¼ N A½ � B½ �= NA � NBð Þ
∑i¼A;B;C ∑ j¼A;B;C

n
2
� N i½ � j½ �= Ni � Nj

� �� � ð23Þ

where, i and j represent the glass-forming elements A, B or C. Ni and Nj
-y) SiO2 (x=1, 2, 3, 4 and y=3, 4, 5, 6))with the standarddeviation from sixparallel tests.

Q2 Q3 Q4

0.1 ± 0.15 4.6 ± 0.69 95.3 ± 0.79
0.0 ± 0.10 5.0 ± 1.11 95.0 ± 1.17
0.2 ± 0.27 6.2 ± 1.09 93.6 ± 1.09
0.2 ± 0.27 6.1 ± 0.64 93.7 ± 0.87
0.0 ± 0.08 7.0 ± 0.47 93.0 ± 0.47
0.0 ± 0.10 4.5 ± 1.30 95.5 ± 1.26
0.1 ± 0.11 4.8 ± 0.98 95.1 ± 1.08
0.1 ± 0.15 5.9 ± 1.13 94.0 ± 1.18
0.2 ± 0.20 7.9 ± 0.52 91.9 ± 0.67
0.1 ± 0.11 3.8 ± 0.69 96.1 ± 0.62
0.2 ± 0.08 4.9 ± 0.33 94.9 ± 0.27
0.0 ± 0.07 6.3 ± 0.35 93.7 ± 0.34
0.3 ± 0.27 10.6 ± 0.70 89.1 ± 0.68
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Table 7
Percentage of Qn speciation of [AlOn] units in SBNA x-y glasses (16Na2O-4xAl2O3-4yB2O3-4(21-x-y) SiO2 (x = 1, 2, 3, 4 and y = 3, 4, 5, 6)) with the standard deviation from six parallel
tests.

Glass x (Al2O3) y (B2O3) (21-x-y) SiO2 Q3 Q4 Q5

SBNA 4-6 4 6 11 1.8 ± 0.70 97.2 ± 0.76 1.0 ± 0.47
SBNA 3-6 3 6 12 2.0 ± 0.73 97.5 ± 0.80 0.5 ± 0.48
SBNA 3-5 3 5 13 1.7 ± 1.09 97.7 ± 1.06 0.6 ± 0.30
SBNA 3-4 3 4 14 2.2 ± 0.65 97.2 ± 0.81 0.6 ± 0.58
SBNA 3-3 3 3 15 2.1 ± 1.34 96.8 ± 1.63 1.1 ± 0.43
SBNA 2-6 2 6 13 1.9 ± 1.13 98.0 ± 1.18 0.1 ± 0.11
SBNA 2-5 2 5 14 2.3 ± 1.51 96.7 ± 1.84 1.0 ± 0.57
SBNA 2-4 2 4 15 1.2 ± 0.98 97.8 ± 1.05 1.0 ± 0.29
SBNA 2-3 2 3 16 1.9 ± 1.33 96.7 ± 1.65 1.4 ± 0.60
SBNA 1-6 1 6 14 1.6 ± 1.28 97.7 ± 1.12 0.7 ± 0.76
SBNA 1-5 1 5 15 3.0 ± 2.70 95.5 ± 2.41 1.5 ± 0.47
SBNA 1-4 1 4 16 2.7 ± 1.22 95.9 ± 1.22 1.4 ± 1.73
SBNA 1-3 1 3 17 2.7 ± 1.56 95.7 ± 2.75 1.6 ± 1.27
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are number of each glass former cation, and N[i][j] is the number of the
linkages of i and j. The parameter n equals to 2 if i is the same as j, or
equals to 1 if i and j are different.

The preferences of each linkages in sodium boroaluminosilicate
glasses, [SiO4]-[SiO4], [SiO4]-[AlOm], [SiO4]-[BOn], [BOn][BOn],
[BOn][AlOm], and [AlOm][AlOm], have been calculated from the simulat-
ed glass configurations and plotted in Fig. 13a), b) and c) for composi-
tions with x = 1, 2 and 3, respectively. As shown in all of these three
figures, the PSiAl value is the largest one and the PSiSi value is the lowest
one among the probabilities of three linkages which formed by silicon.
This indicates that silicon prefer to form a [Si][Al] linkage rather than a
[Si][B] linkage and the [Si][Si] linkage has the lowest probability. On
the other hand, the probabilities of the three linkages formed by alumi-
num decreases in the order of [Si][Al], [Al][Al] and [B][Al]; this means
that aluminum prefers forming linkage with silicon, than with itself,
and the least with boron.Moreover, probabilities of the linkages formed
by boron illustrate that the [Si][B] linkage is the most preferred one,
[B][B] linkage is the second one and [B][Al] is the last one. Among all
the linkages, [Si][Al] is the most probable one and [Al][B] is the least
probable one. Furthermore, with the same sodium and aluminum con-
tents (same x), increasing boron content gives lower PSiB values; where-
as, the PSiAl value and PAlAl one increase.

Moreover, the results show that the probabilities of the [Si][Al] link-
ages are around 0.33 for all the compositions. They are higher than the
combination ones of the [Si][Si] and [Al][Al] linkages, which range
from 0.1 to 0.2. This result suggests that [Si][Al] linkages are statistically
more favorable as compared to the other two. This is in agreementwith
the “aluminum avoidance” or the Loewenstein's rule [53], and has been
observed in both the previous theoretical calculations and NMR exper-
iments [54,55].

Fig. 14 illustrates the probability of linkages for compositions with
the same soda and silica contents: a) and b) are for x + y = 6 and
Table 8
Percentage of Qn speciation of [BO3] and [BO4] units in SBNA x-y glasses (16Na2O-4xAl2O3-4yB
parallel tests.

Qn of 3-coord. B n = 1 n = 2 n = 3

SBNA 4-6 0.1 ± 0.20 7.2 ± 1.61 92.7 ± 1
SBNA 3-6 0.1 ± 0.13 6.7 ± 1.35 93.2 ± 1
SBNA 3-5 0.1 ± 0.16 7.4 ± 1.39 92.5 ± 1
SBNA 3-4 0.1 ± 0.21 8.6 ± 1.65 91.3 ± 1
SBNA 3-3 0.2 ± 0.37 8.8 ± 1.52 91.0 ± 1
SBNA 2-6 0.0 ± 0.00 5.4 ± 1.34 94.6 ± 1
SBNA 2-5 0.2 ± 0.26 6.3 ± 1.47 93.5 ± 1
SBNA 2-4 0.0 ± 0.00 6.1 ± 2.43 93.9 ± 2
SBNA 2-3 0.0 ± 0.00 9.3 ± 1.69 90.7 ± 1
SBNA 1-6 0.0 ± 0.00 3.6 ± 0.66 96.4 ± 0
SBNA 1-5 0.0 ± 0.00 3.7 ± 0.68 96.3 ± 0
SBNA 1-4 0.6 ± 0.71 5.7 ± 1.98 93.7 ± 2
SBNA 1-3 0.0 ± 0.00 9.1 ± 4.48 90.9 ± 4
x + y = 7, respectively. Again in these two series, [Si][Al] has the
highest probability and [Al][B] has lowest probability. It is also shown
that the probability of the [Si][Si], [Si][Al] and [B][B] linkages almost re-
main constant when alumina is increased and, at the same time, boron
oxide is decreased.With decreasing boron oxide (and increasing alumi-
na) concentrations, the probability of the [Si][B] linkages slightly in-
creases while that of the [B][Al] linkages slightly decreases.
Furthermore, increasing alumina (reducing boron oxide) leads to slight
decrease of the probability of the [Al][Al] linkages.

3.3.2. Ring size distribution
Primitive ring size distributions of network forming glasses provide

characteristic information of the medium range structures [17,56]. For
silica, it has a symmetric distributionwith a peak at around 6membered
rings. With the addition of modifiers such as sodium oxide, larger rings
are created and, at the same time, the intensity of the major peak de-
creases [17]. The primitive ring size distributions of the sodium
boroaluminosilicate glasses were analyzed and the results are shown
in Fig. 15 a), b) and c). In these analyses, we considered the linkages
of all the three glass formers. These were done through evaluating the
Si-O, B-O and Al-O linkages with different cutoffs obtained from the
first peak minimum from their corresponding pair distribution func-
tions. The results show the ring size distributions of the mixed former
glasses have generally symmetric distributions ranging from 3 to 13
membered rings, with a broad peak centered at around 7 membered
rings. With the constant soda concentration (16 mol%) of the glasses
studied, the change of the ring size distribution with composition is rel-
atively small. There are, however, some noticeable trend exists. For
glasses with same boron content (Fig. 15 a)), increasing alumina (de-
creasing silica) leads to a lower peak intensity and slightly broader
peak, as well as small right shift of the peak position from 7 to 8–9.
This indicates that silica is stronger glass-former comparing with
2O3-4(21-x-y) SiO2 (x= 1, 2, 3, 4 and y= 3, 4, 5, 6)) with the standard deviation from six

Qn of 4-coord. B n = 3 n = 4

.45 SBNA 4-6 1.5 ± 2.48 98.4 ± 2.55

.45 SBNA 3-6 2.4 ± 1.87 97.4 ± 1.66

.49 SBNA 3-5 1.0 ± 1.17 98.7 ± 1.13

.79 SBNA 3-4 3.4 ± 1.32 96.6 ± 1.32

.81 SBNA 3-3 5.0 ± 2.94 95.0 ± 2.94

.34 SBNA 2-6 0.9 ± 1.01 99.0 ± 1.17

.49 SBNA 2-5 2.6 ± 1.14 97.4 ± 1.13

.43 SBNA 2-4 1.7 ± 1.76 98.3 ± 1.76

.69 SBNA 2-3 5.2 ± 2.24 94.6 ± 2.39
.66 SBNA 1-6 1.8 ± 1.03 98.1 ± 1.16
.68 SBNA 1-5 2.7 ± 0.82 97.3 ± 0.82
.05 SBNA 1-4 4.1 ± 1.11 95.7 ± 1.23
.48 SBNA 1-3 3.3 ± 1.45 96.6 ± 1.47



Fig. 8.Main Qn species percentage vs boron concentration in a) [BO3] and b) [BO4] units at different x (Al2O3 content), respectively. The values in these plots are the averaged value of six
parallel tests with the standard error bar, and the lines are the guide of eyes. The glass compositions are SBNA x-y: 16Na2O-4xAl2O3-4yB2O3-4(21-x-y) SiO2 (x= 1, 2, 3 and y= 3, 4, 5, 6).
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alumina. For glasseswith same silicon content (shown in Fig. 15 b)), the
position and shape of the peak stay the same. For glasseswith same alu-
mina (shown in Fig. 15 c)), the peak intensity slightly decreases and the
shape becomes border while increasing boron oxide content (decreas-
ing silica); meanwhile, the peak position slightly shifts to the right.
That is, the silica has the strongest network forming ability. In general,
the ring size distribution show that all the three glass formers link to-
gether to form the three dimensional network similar to that of silica.
This result agrees well with previous simulation results of sodium alu-
minosilicate glasses [7].

3.4. Physical properties of boroaluminosilicate glasses

3.4.1. Vibrational spectra
Vibrational density of states (VDOS) can be calculated from static or

dynamic methods and present important information for infrared,
Raman or inelastic neutron spectra interpretation. In this work, the
VDOS was obtained from Fourier transformation of velocity autocorre-
lation function at 300 K. The VDOS plots for a series of glass composi-
tions with the same sodium and silicon contents (i.e. the same x + y
value) are shown in Fig. 16 (left side: a–f). The VDOS values are normal-
ized to 1 for better comparison. TheVDOS fromclassicalMD simulations
show similar total and partial spectra features as compared to ab initio
simulations but the frequency from classical simulations systematically
shifted to higher frequency. Similar results were found in earlier com-
parison of classical and ab initio vibrational spectra. In order to directly
compare with previous ab initio results [27], the frequency from classi-
cal simulations is rescaled to 2/3 of the original values;moreover, the ab
initio plots are also shown in Fig. 16 (right side: a) and b)) for better
comparison. Four major peaks of the total VDOS are observed in
Fig. 9. a) Bond angle distributions and b) inter-polyhedron bond angle distributions plots for SBN
SiO2 (x = 1, 2, 3 and y = 3, 4, 5, 6).
the top plots (Fig. 16 left side: a), c) and e)): the first one is from 0 to
565 cm−1, the second one is from 565 cm−1 to 948 cm−1 , the third
one from 948 cm−1 to 1200 cm−1 and the forth one is from 1200
cm−1 to 1600 cm−1. These peak regions are quite close to those values
observe in sodium borosilicate system in previous simulation study27

(as shown in Fig. 16 right side: a) and b)), which are 0–600 cm−1,
600–820 cm−1, 820–1200 cm−1 and 1200–1600 cm−1, respectively.
Detailed observation tells that thefirst peak ismainly contributed by so-
dium, oxygen, silicon and aluminum partial VDOS; whereas the boron
one is relatively weak. The second peak mainly consists of the oxygen,
silicon and boron partial VDOS, while the third and fourth peaks are
mainly contributed by the oxygen and boron ones. This tells that the ox-
ygen partial VDOS form the major frame of the total VDOS spectrum,
while sodium one has no high frequency effect. The aluminum and sili-
con effects only exist in low and medium frequency regions; whereas,
the boron one gives the effect during the whole range especially at me-
dium and high frequency regions. These observations are generally in
good agreement with previous simulation results for sodium borosil-
icate glass [27], 45S5 bioactive glass [57], and lithium silicate glass
[38]. It's worth noting that the sodium partial VDOS peak is centered
at 56 cm−1 which is lower than the value in previous ab initio and
MD simulation results [27,57].

In order to understand the contributions of [3]B and [4]B units to the
total boron VDOS, the decomposed boron partial VDOS plots for the
same glasses are normalized to 1 and given in Fig. 16 left side: b), d)
and f). The first main peak of [3]B VDOS is from 0 to 581 cm−1, and the
second one is from 1200 to 1600 cm−1. This indicates the low and
high frequency effects of boron VDOS are mainly caused by the [3]B
units. On the other hand, the main peak of [4]B VDOS is a boarder peak
ranging from 500 cm−1 to 1600 cm−1, and it corresponds to the peak
A3-3 structure. The glass compositions are SBNA x-y: 16Na2O-4xAl2O3-4yB2O3-4(21-x-y)
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Fig. 10. O\\B\\O bond angle distribution of sodium boroaluminosilicate glasses with a) same Al2O3 content and b) same B2O3 content. The glass compositions are SBNA x-y: 16Na2O-
4xAl2O3-4yB2O3-4(21-x-y) SiO2 (x = 1, 2, 3 and y = 3, 4, 5, 6).

188 L. Deng, J. Du / Journal of Non-Crystalline Solids 453 (2016) 177–194
in medium frequency range of the total boron VDOS. The increase of the
fraction of four-coordinated boron enhances the intensity of the main
peak of [4]B VDOS and that of [3]B VDOS follows the opposite trend. As
a result, the VDOS plots we calculated have the trend generally in
good agreement with previous simulation results [27,38,57], but some
of the peak positions diverge from those in ab initio calculations [27]
for ternary systems which may be caused by additional aluminum
content.

3.4.2. Mechanical properties
Mechanical properties were calculated by applying strains in six dif-

ferent directions. By using the finite difference method, the elastic con-
stants were first obtained and mechanical properties such as bulk
modulus, shear modulus, Young's modulus were then calculated by
using Hill's method [40] (Eqs. (18)–(22)). The comparison between
the experimental values [43] and the calculated values are shown in
Fig. 17. It is worth mentioning that there is an outlier of the bulk modu-
lus valueswhich can be due to input of Poisson's ratio in the calculation.
The shear and Young's moduli were from experiments and bulk moduli
were calculated with the two moduli together with the Poisson's ratio.
As shown in the figure, themechanical property values of our simulated
glass structures reproducedwell of the trend of the experimental values
as a function of Re⁎ for all four series with the different x (Al2O3 mol%)
values, with the differences between the simulated and experimental
values beingwithin 10GPa formost compositions. The difference is larg-
er for high Re⁎ range with compositions of lower x values (i.e. lower alu-
mina and hence higher boron oxide concentrations) which can be
explained by the higher N4 values of boron as shown in Fig. 6. Further-
more, with same sodium and silicon content (same x + y), decreasing
alumina (increasing boron oxide content) increases all three moduli.
Moreover, with the same sodium and boron content (same y),
Fig. 11. Decomposed plots of a) PDF of B-O pair and b) B
increasing aluminum (andhence decreasing silica content) also reduces
themechanical moduli of these glass systems. Based on the experimen-
tal data and most of our simulation results (mainly the series of x = 2
and x= 3), with the same sodium and aluminum content (same x), in-
creasing boron content (and decreasing silica content) lowers themod-
uli. As a result, the order of contribution to mechanical properties
among the three glass formers is: silica N boron oxide N alumina.

4. Discussions

4.1. Validation and testing of the borosilicate and boroaluminosilicate
potentials

In order to validate the original potentials by Kieu et al. [23] for bo-
rosilicate glasses, we have simulated sodium borosilicate glasses in
wide composition ranges using MD simulations. The limitation of the
original potential set was also investigated by analyzing the composi-
tion dependent of the potential parameters.

One of the two characters of the potential for boron containing
glasses is the composition dependent A parameters (Eq. (4)) for B-O in-
teractions [24]. Careful examination of the potential parameters found
that there are certain composition regions, mainly thosewith high silica
concentration, that the original potential failed to provide reasonable
boron coordination. This is mainly due to the unreasonable “A” param-
eter for the B-O pair interactions (denoted as AB-O). This is shown in Fig.
18 where AB-O is plotted against R*. The AB-O value first increases slowly
with R*, based on the concept that AB-O is composition dependent to
correctly reproduce the coordination number change of B. When the
R* value is larger than 0.78, the AB-O value begins to decrease which
leads to slightly shorter B-O bond distance. This situation becomes
severe when the R* value is larger than 0.9. When the R* value is larger
AD of O-B-O angle in SBNA 3-3 glasses, respectively.

Image of Fig. 10
Image of Fig. 11


Fig. 12. Percentage of oxygen species around a) all the glass-former atoms and b) boron atoms as a function of (Na2O-Al2O3)/B2O3, respectively. The two data points at same value of x axis
correspond to two compositions with same excess sodium content (Na2O−Al2O3/B2O3).
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than 1.2, the AB-O becomes extremely small and even negative once
the R* value is larger than 1.27. These led to unphysical B-O bonding
and coordination in certain composition ranges. This limits MD
simulations of certain compositions with high silica and high soda
concentrations.

To describe the conversion of boron coordination between three-
fold (N3) and four-fold (N4), we tested two series of compositions (for
[SiO2]/[B2O3] = 1 and 2, respectively) and marked them as the dots
shown in the composition triangle. The details of the compositions can
be found in the Appendix (Table 2). The glass structureswere generated
using the procedures described in Section 2. Each composition had
around 3000 atoms. The simulated structures showed compositional
dependence of boron coordination with distributions of 3 and 4 coordi-
nated B. The values of averaged B coordination numbers and those from
the Yun, Dell and Bray [10,11] model are also listed in the Appendix
Table 2. The results show that most differences of boron coordination
are within 4% with the model. Base on the YDB model, the Rmax,
which numerically equals to K

16 þ 0:5, is the R value at which N4 reaches
a plateau. For R below Rmax, the simulation properly reproduced the lin-
ear relationship of [4]B with R. There is, however, a difference of the
exact location of the Rmax and existence of some discrepancy between
the simulated one and the one from model for high R values.

Together with favorable comparison of mechanical properties and
other structural features such as B-O and Si-O distances, it can be con-
cluded that the Kieu et al. [23] potential set can generate reasonable
glass structures of the borosilicate glasses in wide composition ranges.
It is, however, worth noting that in some compositions, especially
high silica compositions regions, the potential would not be able
Fig. 13. Preferences of [Si][Si], [Si][Al], [Si][B], [B][B], [B][Al] and [Al][Al] linkages for a) x= 1, b)
4(21-x-y) SiO2 (x = 1, 2, 3, 4 and y = 3, 4, 5, 6).
to correctly describe boron environment due to unphysical A values of
B-O short range interactions. In addition, the difference of theoretical
and simulated percentage of [4]B is found to be larger at high R (i.e.
Na2O/B2O3 ratio) values than lower R ones. Since the development of
potentials for boroaluminosilicate glasses of this work is based on the
borosilicate potentials by Kieu et al. [24], the newly developed poten-
tials would inherit some of these limitations. As the boroaluminosilicate
glass compositions studied in this paper are away from these regions so
the validity of the results is not influenced. Nevertheless, these critical
analyses also point out directions of improvement of the current poten-
tial system, which we are currently working on and will be reported in
future publications.

4.2. Comparisons of theoretical models: Dell and Bray model, Du and
Stebbins model and two state model

The structures of sodium boroaluminosilicate glasses are complicat-
ed due to the interaction of the structural units generated by the three
glass network formers. One major difficulty for MD simulations to re-
produce reasonable structures of this kind of glasses is lacking of param-
eters to describe the three to four coordination conversion of boron
(N4). For the ternary systems (alkali borosilicate glass), Yun, Dell and
Bray [10,11] proposed a model to estimate the four-coordinated boron
percentage based on NMR studies. Kieu et al. [24], therefore, developed
a composition-dependent empirical potential to simulate the ternary
systems by fitting parameters based on the YDB model. However, the
situation becomes evenmore complicated when come to the quaterna-
ry systems, since increasing aluminum content induces the competition
x= 2 and c) x= 3, respectively. The formula of these glasses is 16Na2O-4xAl2O3-4yB2O3-

Image of Fig. 12
Image of Fig. 13


Fig. 14. Preferences of [Si][Si], [Si][Al], [Si][B], [B][B], [B][Al] and [Al][Al] linkages for compositions with two different values of Si content: a) for x + y= 6 ones and b) for x + y= 7 ones,
respectively. The formula of the glasses is 16Na2O-4xAl2O3-4yB2O3-4(21-x-y) SiO2 (x = 1, 2, 3, 4 and y = 3, 4, 5, 6).
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between boron and aluminum for oxygen and charge compensating so-
dium ions. El Damrawi andGohar's [12] replaced R in ternary system by
R′=(Na2O−Al2O3)/B2O3 in the quaternary systems, and noticed that
the four-coordinated boron percentage in the quaternary systems at
low sodium concentration is much lower than the one in the ternary
systems. Du and Stebbins [8] then proposed a modified YDB model by
treating aluminum as boron since they have similar networkmixing be-
havior. Most recently, Smedskjaer et al. [6] proposed a temperature-de-
pendent constraint model, two-state model, to calculate the four-
coordinated boron percentage of sodium borosilicate glasses. In order
to handle the competition between boron coordination conversion
and non-bridging oxygen formation, the glass transition temperature
and the enthalpy difference between the two states are took into con-
sideration. This model generally gives better estimation of the N4

value comparingwith the YDBmodel and D&S model. However, exper-
imental measurement of the Tg makes this model a little bit complicat-
ed, since the rest two model can be calculated directly for certain
compositions without any other information.
4.3. Relationship between glass composition and properties

For sodium aluminosilicate glasses, one interesting phenomenon is
the so-called “aluminum avoidance”, or, the Loewenstein's rule [53].
This can be expressed that the linkage Al-O-Si is more favorable than
the combination of Al-O-Al and Si-O-Si linkages. In our simulations,
we calculated the normalized probabilities of forming these three
linkages in sodium boroaluminosilicate glasses (as shown in Fig. 13
and Fig. 14), and the simulation results show that the probability of
forming Al-O-Si linkages is much higher than the combination of the
Al-O-Al and Si-O-Si, with B-O-Al having the lowest probability of
Fig. 15. Primitive ring size distribution of sodium boroaluminosilicate glasses for compositions
rings were calculated assuming linkages of all glass formers: SiO2, B2O3, and Al2O3. The formula
linkages. Thus our results support the “aluminum avoidance” phenom-
enon exists in both ternary and quaternary systems.

It was found that many structural features and properties of the
boroaluminosilicate glasses depend on the glass composition and
these dependences can be correlated to key structure features such as
the percentage of silica or the percentage of four-fold coordinated
boron. This is not surprising as silica is the strongest network-former
among Al2O3, B2O3 and SiO2. As we have shown earlier, addition of
small amount of silica can covert aluminum from 5- and 6-fold coordi-
nation to 4-fold coordination and make them play a glass former role
in rare earth aluminosilicate glasses [58]. Furthermore, four-fold coordi-
nated boron also have a strong effect on the properties. For example, the
elastic and bulk moduli of several series of the glasses were found to in-
crease with the percentage of [4]B (as shown in Fig. 17).

5. Conclusions

In this paper, a set of self-consistent, compositional dependent par-
tial charge potentials have been developed for atomistic simulations of
multi-component oxide glasses with three common glass formers:
SiO2, B2O3 and Al2O3 based on the framework of the borosilicate poten-
tial proposed by Kieu et al. [24]. The aluminum related potential param-
eters were introduced based on the current understanding of the glass
chemistry and the parameters obtained by fitting to structures and
properties of crystalline and model glass compositions. The newly de-
veloped potentials were then used to study several series of sodium
boroaluminosilicate glasses 16Na2O-4xAl2O3-4yB2O3-4(21-x-y) SiO2

(x = 1, 2, 3, 4 and y = 3, 4, 5, 6) with varying ratios of glass formers
but constant modifier concentrations. Careful comparison of both the
short and medium range structures of these glasses were performed
with available experimental data as well ab initio simulation results. It
with a) same boron oxide, b) same silica and c) same alumina contents, respectively. The
of the glasses is 16Na2O-4xAl2O3-4yB2O3-4(21-x-y) SiO2 (x= 1, 2, 3, 4 and y= 3, 4, 5, 6).

Image of Fig. 14
Image of Fig. 15


Fig. 16. Vibrational density of states (VDOS) plots: Left side a–f are from our MD simulations, and the right side a–b is from the ab initio calculations [27] for comparison. For our MD ones, from left to right are for compositions with same silicon
content: SBNA3-4, SBNA2-5 and SBNA1-6, respectively. The top plots (a, c and e) are total and partial VDOS of the glasses with the values normalized to 1 for better comparison. The bottom ones (b, d and f) are normalized partial VDOS of
trigonal [3]B and tetragonal [4]B atoms together with the normalized partial boron VDOS. The formula of the glasses is 16Na2O-4xAl2O3-4yB2O3-4(21-x-y) SiO2 (x = 1, 2, 3, 4 and y = 3, 4, 5, 6).
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Fig. 17. Comparison of calculated and experimentalmechanical properties. (a) Bulkmodulus, b) shear modulus and c) Young's modulus comparisons between the experimental data and
simulated results, respectively. Error bar for simulations were calculated from standard deviations of six glasses simulated. Experimental shear modulus and Young's modulus values are
from Gan et al. [43], while the bulk modulus are calculated using Eq. (22). The Re⁎ value is calculated through Eq. (10), and listed in Table 4.

Fig. 18. AB-O as a function of R* curve for borosilicate glasses obtained by solving Eq. (4).
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is shown this set of potential set can reproduce the coordination change
of aluminum and boron as a function of composition. In addition, the
mechanical properties are also in good agreement with experimental
values, and the calculated vibrational spectra also agreewell with previ-
ous ab initio simulation results. It is concluded that the developed com-
position-dependent partial charge pair-wise potentials are capable to
deal with complex structure changes of boroaluminosilicate glasses
and describe the properties. Importantly, these potentials are computa-
tionally efficient and can be employed to study simulation of large sys-
tems (e.g. millions of atoms) and obtain long time (e.g. nano to micro
seconds) properties of glass, glass melts and glass formation/transition
behaviors, which ab initio calculations cannot handle easily. Lastly, the
limitation of these potential was also discussed and directions of future
improvement pointed out.
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Appendix A

The atomic charges of sodiumboroaluminosilicate glasses calculated
from the currentmodel is shown in Table 1. The compositions of the so-
dium borosilicate glasses simulated and comparison of the simulated
percentage of four coordinated B and those from the Yun, Dell and
Bray model [10,11] are listed in Table 2.

The pair distribution function plots and the cutoffs for Si-O, B-O and
Al-O pairs in all simulation SBNA compositions as well as the chosen
cutoff values are shown in Fig. 1.
Table 1
Atomic charges for sodium boroaluminosilicate glasses 16Na2O-4xAl2O3-4yB2O3-4(21-x-
y) SiO2 (x = 1, 2, 3, 4 and y = 3, 4, 5, 6).
SBNA x-y
 Si
 B
 Al
 O
 Na
NA 4-6
 1.890626
 1.413190
 1.418126
 −0.94437
 0.473126

NA 3-6
 1.885460
 1.448099
 1.412960
 −0.94954
 0.467960

NA 3-5
 1.885762
 1.451831
 1.413262
 −0.94924
 0.468262

NA 3-4
 1.886289
 1.455131
 1.413789
 −0.94871
 0.468789

NA 3-3
 1.886955
 1.458586
 1.414455
 −0.94804
 0.469455

NA 2-6
 1.879532
 1.486120
 1.407032
 −0.95547
 0.462032

NA 2-5
 1.880749
 1.490579
 1.408249
 −0.95425
 0.463249

NA 2-4
 1.882115
 1.495406
 1.409615
 −0.95288
 0.464615

NA 2-3
 1.883536
 1.502450
 1.411036
 −0.95146
 0.466036

NA 1-6
 1.873734
 1.521426
 1.401234
 −0.96127
 0.456234

NA 1-5
 1.876112
 1.524443
 1.403612
 −0.95889
 0.458612

NA 1-4
 1.878437
 1.528907
 1.405937
 −0.95656
 0.460937

NA 1-3
 1.881038
 1.532320
 1.408538
 −0.95396
 0.463538
SB
Table 2
Sodium borate glass compositions and comparison of average B coordination number
from simulation and those from Dell-Bray model prediction. The “SBN-a” and “SBN-b”
glasses are with K = 1 and K = 2, respectively.

Average B coord. number
SiO2

mol%

Na2O
mol%
B2O3

mol%

ρ
(g/cm3)
This
(MD)
YDB
model
Diff.
(%)
N-a0
 69.5
 0.0
 30.5
 2.042
 3.03
 3.00
 −0.99

N-a3
 48.0
 3.3
 48.7
 2.069
 3.07
 3.07
 0.00

N-a10
 44.4
 9.6
 46.1
 2.181
 3.22
 3.21
 −0.31

N-a12
 59.7
 12.2
 28.1
 2.370
 3.41
 3.44
 0.88

N-a13
 75.0
 12.5
 12.5
 2.780
 3.91
 3.87
 −1.02

N-a14
 67.7
 14.2
 18.1
 2.450
 3.75
 3.73
 −0.53

N-a30
 55.3
 30.0
 14.7
 2.540
 3.58
 3.62
 1.12

N-b20
 45.5
 9.1
 45.5
 2.161
 3.19
 3.20
 0.31

N-b30
 43.5
 13.0
 43.5
 2.261
 3.30
 3.30
 0.00

N-b40
 41.7
 16.7
 41.7
 2.350
 3.43
 3.40
 −0.87

N-b50
 40.0
 20.0
 40.0
 2.429
 3.56
 3.50
 −1.69

N-b60
 38.5
 23.1
 38.5
 2.480
 3.66
 3.56
 −2.73

N-b70
 37.0
 25.9
 37.0
 2.499
 3.71
 3.56
 −4.04

N-b90
 34.5
 31.0
 34.5
 2.518
 3.50
 3.53
 0.86

N-b100
 33.3
 33.3
 33.3
 2.536
 3.54
 3.50
 −1.13

N-b120
 31.3
 37.5
 31.3
 2.561
 3.57
 3.45
 −3.36

N-b130
 30.3
 39.4
 30.3
 2.560
 3.56
 3.43
 −3.65

N-c10
 64.5
 3.2
 32.3
 2.098
 3.09
 3.10
 0.32

N-c20
 62.5
 6.3
 31.3
 2.147
 3.17
 3.20
 0.95

N-c30
 60.6
 9.1
 30.3
 2.237
 3.27
 3.30
 0.92

N-c40
 58.8
 11.8
 29.4
 2.308
 3.39
 3.40
 0.29

N-c50
 57.1
 14.3
 28.6
 2.396
 3.52
 3.50
 −0.57

N-c60
 55.6
 16.7
 27.8
 2.450
 3.65
 3.60
 −1.37

N-c70
 54.1
 18.9
 27.0
 2.480
 3.71
 3.63
 −2.16

N-c90
 51.3
 23.1
 25.6
 2.517
 3.80
 3.63
 −4.47

N-c100
 50.0
 25.0
 25.0
 2.530
 3.83
 3.63
 −5.22

N-c110
 48.8
 26.8
 24.4
 2.518
 3.52
 3.60
 2.27

N-c120
 47.6
 28.6
 23.8
 2.521
 3.53
 3.58
 1.42

N-c130
 46.5
 30.2
 23.3
 2.526
 3.56
 3.56
 0.00
SB

Image of Fig. 17
Image of Fig. 18


Fig. 1. Pair distribution function plots and the cutoffs for a) Si-O, b) B-O and c) Al-O pairs in all the SBNA compositions, respectively. The position of the red vertical line is the cutoff value we chose for each pair.
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Chapter 7
Challenges in Molecular Dynamics
Simulations of Multicomponent Oxide
Glasses

Jincheng Du

Abstract Despite tremendous progresses made in the past few decades in
molecular dynamics simulations of glass and relatedmaterials, there exist a number of
challenges in MD simulations of multicomponent glasses. This chapter summarizes
the progresses in this field and present the challenges that include the reliable and
transferable empirical potentials, cooling rate, system size and concentration effect
on the simulated glass structures, and the validating structures of multicomponent
oxide systems. Several practical examples on multicomponent and technologically
important glass systems using classical MD simulations are also given to highlight
the capabilities and challenges.

7.1 Introduction

Since its first application on silica glasses about four decades ago [1–3], molecu-
lar dynamics (MD) simulations have become an effective and almost indispensable
method in studying the atomic structure and structure-property relationships in glass
materials. Glass structure lacks long-range order and defies any single experimental
method in structural determination, in contrast to crystalline materials where dif-
fraction method can usually uniquely determine the atomic structures. The structure
of glasses is also not random or featureless but, on the contrary, there exist plenty
of short- and medium-range structure characteristics that play critical roles on the
behaviors and properties of glasses. Determining these glass structure characteris-
tics still poses as a significant challenge in modern characterizations methods and
remains a frontier of physical science, although significant progresses in methods
such as high energy X-ray and neutron diffraction [4], solid state NMR [5], EXAFS
[6], and more recently atom tomography [7]. Atomistic simulations, especially MD
based methods, have been playing a more and more important role in investigating
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glass structure and structure-property relationships in glass research. This is due to
rapid development of simulation methodologies (classical and ab initio MD meth-
ods), diversified potential models (partial charge, polarizable, reactive force fields),
and accessible high performance computational facilities. As a result, MD simula-
tions are not only practiced in university or national labs but also gradually used in
industrial and companies to solve more practical problems. For example, MD sim-
ulations have recently been used to study the ion exchange processes in chemically
strengthened glasses for display applications [8]. Despite these progresses, there
remain several challenges in MD simulations of multicomponent oxide glasses, on
which this chapter will be focused on.

Most industrial and technologically important glasses are multicomponent in
nature. It is one of themajor advantages of glass materials tomaintain glass formabil-
ity in large composition range [9]. The capability to fine-tune thermal-mechanical and
other properties, to optimize processing condition, and address cost and environmen-
tal friendliness considerations by varying the glass compositions are also important
in practical glass applications. It is thus critical to understand the structure of these
multicomponent glasses and how each component impacts the glass structure and
thus influences the physical, chemical, thermal, mechanical, optical and other prop-
erties. Earlier MD simulations involve simpler unary or binary glass compositions
but significant progress has been made to study multicomponent glasses.

MD simulations involve studying an assembly of atoms or molecules [10], usu-
ally with applied periodic boundary condition for solid and melt, that interact with
each other through empirical potentials. With initial positions randomly generated or
from crystal structures and velocity assigned from Boltzmann distribution at given
temperature, the atoms will move step by step with positions determined through
solving Newton’s equation of motion at time step in the order of femtosecond. This
process goes iteratively until specified time steps are reached. The simulations can
be run under different ensembles and the macroscopic thermodynamic properties
such as pressure and heat capacity can then be calculated. The most commonly used
procedure to generate glass structure is the simulated melt and quench process. Due
to the application of periodic boundary condition and relatively small number of
atoms as compared to the Avogadro’s number used in the simulations, mechanical
heating is inevitable (normal melting starts from surface and propagate to the inner
part). As a result, higher than the normal melting temperatures (5000–8000K) are
required to ensure equilibration and removal of memory effects of the initial struc-
ture. The melt is then gradually cooled down to room temperature through a linear,
non-linear or step cooling procedures with nominal cooling rate ranging from 0.1
to 10K/ps. The trajectories of atoms can be recorded for structural analysis such as
pair distribution functions and bond angle distributions or used for further diffusion
or dynamic property calculations.

In this chapter, we will discuss some of the major challenges of the multi-
component oxide glasses using classical molecular dynamics simulations. These
challengesinclude the development of reliable and transferable empirical potentials,
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optimization of the glass forming procedures, and experimental validations of sim-
ulated structures. A few examples of MD simulations of several multicomponent
glasses ranging from soda lime silicate glasses, sodium aluminosilicate glasses, and
phosphosilicate glasses and structural information obtained will then be provided.
Properties such as mechanical behaviors (Bulk, Young’s and shear moduli), ionic
diffusion coefficients and electrical conductivity, viscosity, vibrational spectra and
others can be calculated from trajectories of structural models generated from MD
simulations but they are not the focus of this chapter.

7.2 Current Challenges on MD Simulations
of Multicomponent Oxide Glasses

Despite significant progresses and wide applications in different systems, MD
simulations of glasses still face a number of challenges in studying glass materi-
als, especially for multicomponent systems. These challenges include reliable and
transferable potentials models for multicomponent systems, the cooling rate effect
during simulated glass formation, and the system size effect on certain properties
and concentration effect on the simulations of minor components. These challenges
are discussed in detail below.

7.2.1 Empirical Potentials

Empirical potentials play a critical role in MD simulations. The quality of the poten-
tials determines in large extent the accuracy and validity of the final simulated struc-
tures and properties and hence the quality of the simulations. In practice, the avail-
ability of potential models is usually the limiting factor whether a system can be
simulated. As most of the early MD simulations focused on simpler unary or binary
glass systems, the available potentials in the literature are also limited to these simple
components and very few potential sets are applicable to multicomponent systems.
Fortunately, there are some recent efforts of developing potentials for common oxides
that include most of the glass component. Some of these potentials have been tested
in wide compositions ranges and can be valuable in studying some practical multi-
component glass systems. One of such set of potentials was initially developed by
D.M. Teter, and modified, widely tested and utilized by Cormack, Du et al. [11–21].
The potential set consists of long range Coulombic interactions with fixed partial
ionic charges to account for partial covalency in silicate, aluminate, phosphate oxide
systems. The charge for oxygen is −1.2 and the cation charges scale proportion-
ally from their formal charges to ensure charge neutrality of the overall system. For
example, 2.4 for Si, 1.8 for Al and 0.6 for Na. Short range interactions are in the
Buckingham form, which has an exponential repulsion term and a power attractive
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Table 7.1 Atomic charge and Buckingham potential parameters for oxide glasses [11–21]

Pairs A (eV) ρ (Å) C (eVÅ6)

O−1.2–O−1.2 2029.2204 0.343645 192.58

Si2.4–O−1.2 13702.905 0.193817 54.681

P3.0–O−1.2 26655.472 0.181968 86.856

Al1.8–O−1.2 12201.417 0.195628 31.997

Li0.6–O−1.2 41051.938 0.151160 0.0

Na0.6–O−1.2 4383.7555 0.243838 30.70

K0.6–O−1.2 20526.972 0.233708 51.489

Ca1.2–O−1.2 7747.1834 0.252623 93.109

Sr1.2–O−1.2 14566.637 0.245015 81.773

Y1.8–O−1.2 29526.977 0.211377 50.477

La1.8–O−1.2 4369.39 0.2786 60.28

Er1.8–O−1.2 58934.851 0.195478 47.651

Eu1.8–O−1.2 5950.5287 0.253669 27.818

Ce1.8–O−1.2 11476.9522 0.242032 46.7604

Ce2.4–O−1.2 31697.724 0.21836 90.659

term to account for dispersion interactions, which can be expressed as

V
′
ij(r) = Aij · exp

(
− r

ρij

)
− Cij/r6 (7.1)

where A, ρ and C are parameters, r is interatomic distance. This set of potential from
the published papers is summarized in Table7.1 [11–21]. It is worth noting that for
the A parameter for O–O interaction the value of 1844.7458 eV was also used in
the literature but it has been shown the updated value (2029.2233 eV, about 10%
larger than the original one) gave better agreement in terms of Si–O bond length and
coordination number for silicon and other cations [12]. A correction term is usually
used to modify Buckingham potential at short distances due to much faster increase
of the power term than the exponential at term short interatomic distances in the
Buckingham potential form. This creates an unphysical, negative infinite potential
well at short interatomic distances. For systems running at high temperatures, such as
the melt, in constrained dynamics or with unreasonable initial atom configurations,
atoms can overcome the barrier and fall into the well that leads to “fusion” of atoms
and unphysically high potential energies. This can be corrected by the addition of a
separate potential function such as 12–18 Lenard-Jones potential or a splice func-
tion for shorter distances to the original Buckingham potential. The correction that
Du et al. used was a splice function with the form of [22]

V
′
ij(r) = Aij · rn + Bij · r2 (7.2)



7 Challenges in Molecular Dynamics Simulations of Multicomponent … 161

where A, B, n are parameters. The function will be applied for distance smaller than
r0, where r0 is defined as the r value when the second derivative of potential energy
equals to 0 and the A, B, n parameters were chosen so the potential, force, and first
derivative of force for V(r) and V ′(r) to be continuous at r0. Other functional form
such as the ZBL potential [23] can also be used for the short range corrections of the
Buckingham potential. In such a case, a polynomial function will be needed to link
the two potentials in the short distance range.

Water plays a critical role in many properties of glasses. Hence it is important
to understand the structural role and mechanism of how water reacts and interacts
with oxide glasses. While most of the earlier water and hydroxyl potentials were
based on full charge models, Du and Cormack have developed a set of partial charge
potentials that are compatible with the above mentioned oxide glass potentials to
enable the simulations of hydroxyl groups in the bulk and on the surface of glasses.
This potential takes the similar partial charge of the Buckingham form as listed
in Table 7.1 for oxide, and uses the Morse potential for O–H interactions together
with a screened harmonic three-body term for Si–O–H bond angles. The oxygen
atom in hydroxyl group has a different charge (−0.856 vs. −1.2) as compared to
the oxygen atoms in the glass [14, 24]. The potential for hydroxyl groups has the
Coulomb-subtracted Morse form:

V(r) = D{1 − exp[−β(r − r0)]}2 − D − e2qOqH

4πε0rij
(7.3)

in which D, β and r0 are parameters. A three-body term was introduced to correctly
reproduce the Si–O–H bond angle on silica surfaces. The three-body term has the
screened harmonic form,

Ejik(θ) = 1

2
(θjik − θ0) exp(−(rij/ρ1 + rik/ρ2)) (7.4)

in which i, j and k represent the center atom and the other two atoms, and rij and rik
represent the distance between the center atom and its two neighbors, θjik is the angle
between j, i and k, with i at the center. The parameters θ0, ρ1 and ρ2 were obtained
by fitting the structure and defect format energies of silicic acid and a number of
metal hydroxides. The atomic charges and potential parameters are listed in Table7.2
[14, 24].

Another comprehensive potential set for oxide glasses was developed by Pedone
et al. [25]. This set potential used the same partial charge as the above mentioned
potentials but the short range interaction has the form of Morse potential with an
additional −12 power term to enhance short range repulsion [25],

Vij(r) = Dij

[{
1 − e−aij(r−r0)

}2 − 1

]
+ Cij

r12
(7.5)
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Table 7.2 Potential parameters of oxide glasses with hydroxyl groups [14, 24]

Buckingham potential parameters

A (eV) ρ (Å) C (eVÅ6)

Si2.4–O−1.2 13702.905 0.193817 54.681

Si2.4–O−0.856 12443.824 0.193817 54.681

Na0.6–O−1.2 4383.7555 0.243838 30.7000

Na0.6–O−0.856 4096.2726 0.243838 30.7000

Ca1.2–O−1.2 7747.1834 0.252623 93.1090

Ca1.2–O−0.856 7036.7000 0.252623 93.1090

Mg1.2–O−1.2 7063.4907 0.210901 19.2100

Mg1.2–O−0.856 5754.1167 0.210901 19.2100

H0.256–O−0.856 100.0 0.25 0.0

O−1.2–O−1.2 1844.7458 0.343645 192.58

O−0.856–O−0.856 1844.7458 0.343645 192.58

Morse potential parameters (Coulomb-subtracted)

D (eV) B (Å−1) r0 (Å)

H0.256–O−0.856 7.0525 0.190 0.9485

Screened Harmonic potential parameter

Eo (eV) θo (◦) ρ1 (Å) ρ2 (Å)

H0.256–O−0.856–Si2.4 12.0 118 2.0 3.2

where D, a, r0, and c are parameters. This set of potentials has been applied to a
several multicomponent glass systems [26–28].

Despite active developments of potentials for oxides, the potentials for simulating
multicomponent glasses can be improved in several ways. One of the major issues is
the potential transferability. There exist potentials of various oxides in the literature
but in most of the cases they are not compatible with each other. For example, the
oxygen-oxygen interaction can have different functional forms or different parame-
ters for two sets of potentials. In such a case, parameters of other cation-oxygen
interactions are then not compatible and usually cannot be mixed to use together.
Simultaneous fitting to a large number of crystal or minerals database can improve
the transferability of a set of potential, as in the two previously mentioned potential
sets [13, 25].

Another challenge on potentials is due to the fact that most of the current poten-
tial fitting for oxides was done in crystalline systems based on the structure and
mechanical properties under ambient temperature and pressure. Temperature depen-
dent properties such as melting temperature, thermal expansion coefficient and heat
capacity are not commonly used in the fitting. Due to notable differences of the
crystalline and glass systems, fine tuning the parameters for glass and melt to cor-
rectly describe at wide temperature range is highly desirable for the simulation
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of glasses, yet only very few sets of potentials in the literature address this issue
[29, 30].

Additional challenges exist when modeling glasses with components that exhibit
compositional dependent coordination numbers. Boron oxide and aluminum oxide
are those examples. NMR studies have shown that a boron anomaly is associated
with boron coordination change as a function of composition [31–33]. For example,
addition of sodium oxide to boron oxide leads to conversion of three coordinated
boron to four coordinated boron. This conversion continues until sodium oxide is
about 40% and then further addition of sodium oxide creates non-bridging oxygen
instead of 3–4 coordination conversion for boron ions. This becomes more compli-
cated in borosilicate glasses, where the maximum depends on the boron oxide to
silicon dioxide ratio, and in boroaluminosilicate glasses, where there is a competi-
tion among the three processes: conversion of 3 to 4-coordinated boron, creation of
NBOS, and conversion of 5 and 6 to 4-coordinated aluminum. Several potentials have
been applied to the aluminosilicate system which addresses well of the coordination
conversion issue [26]. For borate and borosilicate glasses, Cormack and Park devel-
oped coordination dependent potentials [34], Huang and Kieffer developed charge
equilibration and coordination dependent potentials [35], and more recently, Kieu
et al. developed a set of fix charge potentials but the charges are adjusted depend-
ing on the composition [36]. Inoue et al. also proposed the usage of fixed charge,
pair potential only to solve this issue [37]. The development of better potential for
these mixed glass former glasses remain a major challenge in simulating mixed glass
former glasses.

Most empirical potentials for oxide glasses adopt the Born model of solids and
consist a long range Coulombic term and a short range interactions. Early simu-
lations used formal (or full) charges but more recent potentials mainly use partial
charge models. Full charge models are also usually accompanied by three body
terms to correctly describe the structural unit geometry and the bond angles between
the structural units. Later development based on first principles calculations and
empirical fitting found that appropriate partial charges and fine tuning of short range
parameters can successfully describe the coordination and bond angles of glass for-
mer cations. Another advantage of these partial charge pairwise potentials are their
superior computational efficiency that enables simulations of large systems (hun-
dreds thousands to millions of atoms) of oxide glasses. In addition to fixed charge
partial charge models, recent developments include the variable charge models with
the charges calculated step by step using the charge equilibriummethod. Thismethod
is especially important in describing the heterogeneous structures or interfaces that
includemetal/oxide or oxide/water interactions. Examples of these potentials include
the ReaxFF [38] and the COMB potentials [39].

It is known that the polarization effect of oxygen ions and some other large cations
is important to describe the dielectric behaviors and defects in oxide ceramics. Polar-
izable potentials have also been used in glass simulations, where ion polarization is
commonly treated by using the core-shell model. In the core-shell model, polariz-
ability is treated by the massless shell that is linked to the core through a spring with
the spring constant and shell charge determined to reflect the polarizability of the
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ions. The shells are usually treated in two ways in MD simulations: dynamic shell
and adiabatic shell. In a dynamic shell, a small mass is applied to the shell and it
moves as other particles in the system. The time step is chosen to be small enough to
separate the energy transfer between the shell vibration and the normal ionic motion.
For adiabatic shell, the shell position is adjusted or equilibrated after each of MD
step. Relatively larger time step can be applied to adiabatic shell simulations but extra
steps of shell equilibration are needed. As a result, the polarizable potential simula-
tions have additional computational cost. Tilocca et al. developed a set of shell model
polarizable potential for silicate glasses and applied it to the simulation of soda lime
silicate and bioactive glasses [40]. It was found that glass structures generated from
the polarizable potential gave the silicon and phosphorus Qn distributions closer to
experimental NMR values than those from rigid ion models, although both rigid ion
and polarizable potentials generated glass melt structure quite different from those
from Car-Parrinello based ab initio MD (AIMD). Polarizable potentials were con-
sidered to better describe the melt to glass transition during the cooling process by
keeping certain Qn species and silicon coordination defects for longer time and better
resembles those from AIMD simulations [41].

Ab initio based molecular dynamics (AIMD) [42, 43], which obtain the forces
from accurate first principles calculations, should bemore general and can be applied
to any glass system, as long as the first principles theory can adequately describe the
chemical bonding in the system. However, AIMD is still limited by the simulation
system size and time (up to a few hundred atoms and tens of picoseconds) due to
high computational cost. This becomes especially true for multicomponent systems.
AIMD has been used in simulating silica, lithium and sodium silicate glasses, and a
fewother glass systems [42, 43]. The results fromAIMDprovide accurate trajectories
and structures that can serve as a model system for comparison with and those from
classical MD simulations and validate the simulation results and potential models.
AIMD has also already been used to simulate to several chalcogenide glasses, for
which very few empirical potentials are available due to the bonding complexity in
the systems. It is expected that AIMD will be applied to more and more systems due
to availability of high performance computing facilities but classical MD will not
likely to be fully replaced by it in the near foreseeable future. Details regarding ab
initio MD simulations can be found in other parts in this book.

7.2.2 Cooling Rate Effect

To ensure integration accuracy of equation of motions, MD simulations use time
steps in the order of the femtosecond. This limits the total accessible simulation time
in practical simulations ranging from hundreds pico-seconds to a few nano-seconds,
which leads to cooling rate of the K/ps level during the simulated cooling process.
This cooling rate is still many (6–9) orders of magnitude higher than fastest possible
experimental ones. This is also one of the common criticisms of MD simulations
of glasses from our experimental colleagues on glass structures generated using
computer simulations by the melt-and-quench process.
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However, it was observed in the study of sodium silicate glasses that simulated
glass structures based on reasonable potentials and procedures are not that much
different from the experimental structural data [13], suggesting that direct comparison
of cooling rate values from experiment and simulations might be misleading. This
wasmainly explained by two reasons: firstly the number of atoms used in simulations.
Although with applied periodic boundary condition, the number of atoms in glass
simulations range from initially a few hundred to now a few to tens of thousands,
which is many orders of magnitude smaller than real glass samples. In this situation,
the atoms have higher chance to exchange energies with the boundaries so the system
can achieve equilibrium faster. As a result, higher cooling rate from simulated process
might not lead to drastically different glass structures, which explains the similarities
of the simulated as compared to experimentally observed glass structures [44]. With
increasing computing power, the trend of cooling rate can be systematically studied
using relatively large system sizes.

It is worthmentioning that some structural properties aremore sensitive to cooling
rate than others. For example, Du and Xiang found in their MD simulations of bioac-
tive glasses (Na2O–CaO–P2O5–SiO2) that Si Qn distributions are fairly insensitive
to cooling rate effect while minor glass former P Qn distribution are more sensitive to
cooling rate effect [21]. With decreasing cooling rate, the fraction of phosphorus Q0
species increases (experimental NMR studies suggest that majority of phosphorus
are in Q0 species). This result was later confirmed in MD simulations of the same
glass system using polarizable potentials [45]. These results suggest that different
structure features equilibrate or freeze in during glass formation at different speed
so the cooling rate effect is sensitive to interested structure/property features.

Althoughmost glasses fromMD simulations were generated through themelt and
quench process, it will be very worthwhile to explore other methods in generating
glass structure. Experimentally, the amorphous state can not only be created using
the melt and quench method but also using physical or vapor deposition methods, the
sol-gel method, pressure or radiation induced armorphizations. Similarly, methods
other than melt and quench from simulations would be very valuable to explore. For
example, Monte Carlo and MD can be combined in the process of glass formation
[46].

7.2.3 Simulation Size and Concentration Effect

In the past few decades, we have witnessed the increase of size of MD simulations in
terms of total atom numbers in the simulations. Starting from around 100 atoms in
early MD simulations to several thousand of atoms in common practice during the
past decade, today’s simulations of oxide glasses with hundreds of thousands or even
millions of atoms of ionic systems can be achieved. It is worth noting that millions
atom simulations for metals has been achieved much earlier. This was due tothe fact
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that metal potentials such as commonly used Embedded Atom Method (EAM) [47]
have short cutoffs and there is no long range Coulombic force. However, simulations
of a few thousands atoms are still commonly used in today’s MD simulations in the
literature as further increasing the system size in simulation will not influence of the
structure or properties of interest in many studied systems.

Some properties, however, are more sensitive to system size than the others. One
of those that is very sensitive to system size effect is the clustering behavior of
minor component rare earth ions in glasses. It is known that rare earth ions have very
low solubility in silica [15, 49]. A fraction of a percent will lead to clustering of
rare earth ions and deterioration of properties such as optical emission due to non-
radiative decay caused by energy transfer between clustered rare earth ions. In order
to study the clustering behavior of low concentration components, such as rare earth
(RE) oxide in silica glasses, it is necessary to use sufficiently large simulation cells to
obtain statisticallymeaningful results. EarlyMDsimulations of RE contained glasses
use several hundred of atoms and a few RE ions. Of course, the clustering tendency
cannot be investigated in these systems. In a study of clustering of europium ions in
silica and silicate glasses, Kokou and Du have studied the clustering tendency as a
function of system size for 1mol%Eu2O3 [19, 48]. It was found that only after certain
system size, namely over 6000 atoms, the trend of clustering can be reproducibly
obtained in simulations. Figure7.1 shows comparison of the probability to find a
neighboring rare earth ion from random distribution and that from MD simulations.
It was shown that for small system sizes (e.g. 1500 and 3000 atoms), the comparison
with the random distribution is influenced by statistics and the clustering behavior is
not conclusive. However, for larger system sizes where there are sufficient number
of europium ions to provide better statistics, the probabilitybased on MD simulated

Fig. 7.1 Probabilities of finding neighboring Eu ions as a function of Eu–Eu distance in random
distribution (red curves) and Eu ions distribution fromMD simulation (blue curves) in Eu2O3 doped
a silica and b sodium silicate glasses. Total number of atoms for glass s1–s5 are 1500, 3000, 6000,
12000, 24000, respectively [48]
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structure is consistently higher than the random distribution in silica glass due to
europium ion clustering but the probability is consistently lower than the random
distribution in sodium silicate glasses. This is a classic example showing the effect
of system size on simulated glass properties.

7.2.4 Validating Structure Models from Simulations

Comparing structural information from X-ray and neutron diffraction provides a
very valuable way to validate MD simulation results of glasses. In some simple
systems, the partial pair distribution function or partial structure factors of all atom
pairs can be determined experimentally and they provide excellent validations for
simulated structures. However, as the composition becomes more complicated and
more elements included, larger number of pair contributions will complicate the
comparison and the validation becomes more and more difficult in multicomponent
glass systems. For example, for binary oxides, e.g. sodium silicate, there are six
partial pair distribution functions, but for a four component systems, for example the
bioactive glass composition, there are a total of fifteen partials contributions. The
overlap between partial contributions makes it very challenging to assign the peaks
and to determine the quality of comparison and hence the validation of the simulated
structure models.

The Rx factor proposed by Wright [50] is commonly used to quantify the differ-
ence of the simulated and experimental total correlation function T(r), which is a
form of pair distribution function and used in comparison with experiments due to
symmetric broadening in experiments [51, 52]. The Rx is defined as [50],

RX =
[

�N
i=1(T

X(ri) − TS(ri))
2

�N
i=1(T

X(ri))2

]
(7.6)

where TX(ri) is the total correlation function from experiment and TS(ri) is the
total correlation function from simulations. In order to compare with experimental
diffraction data, the simulated total distribution functions need to be broadened to
take into consideration of the limit of momentum transfer (maximum Q value) in
the diffraction experiments [51, 52]. The partial correlation function tij(r) is first
broadened by convoluting with the component peak function pN

ij (r), which defines
the experimental resolution (for neutron diffraction in this case).

t′ij(r) =
∫ ∞

0
tij(r

′)[PN
ij (r − r′) − PN

ij (r + r′)]dr′ (7.7)

The component peak function is defined as,

PN
ij (r) = bi bj

π

∫ Qmax

0
M(Q) cos(rQ)dQ (7.8)
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in which bi is the average neutron scattering length of atom i, Qmax is the maximum
value of the experimental scattering vector, M(Q) is the modification function. A
common form of modification function is the Lorch function, which gives a gradual
cutoff and is defined as,

M(Q) =
{ sin�r

�rQ Q ≤ Qmax

0 Q > Qmax
(7.9)

The total correlation function after broadening for the neutron diffraction case is then
expressed as,

TN (r) = To(r) + DN (r) =
∑
i,j

cit
′
ij (7.10)

in which To(r) equals 4πrρo ∑
i

cibi, where ci and bi are atom fraction and neutron

scatter length of element i and ρo is the atom number density of the glass.
Figure7.2 shows the comparison of experimental and simulated total correlation

function (T(r)) for 45S5 bioactive glass. The Rx value for this system is 8.0%. The
45S5 glass has four elements and 15 partial-pair distribution functions (8 of the
15 partial-pair distribution functions are shown in the figure) [21]. The overlap of
these partial distributions makes it very difficult to deconvolute the contributions
from different pairs. For example, the Si–O and P–O first peak, as well as the Na–O
and Ca–O first peak, are largely overlapped; so it is almost impossible to obtain
information on the Si–O/P–O or Na–O/ Ca–O bond length directly from neutron
diffraction studies of the bioactive glasses.

It is also possible to compare the reciprocal space structure factors, either from
neutron or X-ray diffraction measurements. The partial structure factors are first
calculated through Fourier transformation the partial pair distribution functions using

Sij(Q) = 1 + ρo

∫ R

0
4πr2[gij(r) − 1] sin(Qr)

Qr

sin(πr/R)

πr/R
dr (7.11)

in which gij(r) is the pair distribution function of atom pair i and j, Q is the scattering
vector, ρo is the average atom number density,R is themaximum value of the integra-
tion in real space which is set to half of the size of one side of the simulation cell. The
sin(πr/R)

πr/R
part of the integrand is a Lorch-type window function, as defined earlier,

to reduce the effect of finite simulation cell size. Lorch function reduces the ripples
at low Q (the cutoff effect) but it also leads to some broadening of the structure factor
peaks. It is valuable to study the cutoff effect by simulating several glasses with
different simulation cell sizes. The partial structure factors are then added together
with weighting factors to obtain the total neutron structure factor,
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Fig. 7.2 Comparison of experimental (dotted line) and simulated (solid line) neutron total corre-
lation function T(r) of 45S5. The difference of the two (dash line) and eight important (out of total
fifteen) partial pair correlation functions from simulations are also shown. Qmax of 59Å−1 (the
maximum Q value from experiment) and Lorch window function were used in neutron broadening
of simulated structures [21]

SN (Q) = (

n∑
i=1

cibi)
−2

n∑
i,j=1

cicjbibjSij(Q) (7.12)
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in which ci is the fraction of atoms in each of the species, and bi is the neutron scat-
tering length of the species. The contribution partial structure factors are defined as

SN
ij(i≤j)(Q) = (

n∑
i=1

cibi)
−2(2 − δij)cicjbibjSij(Q) (7.13)

in which δij is a delta function. By examining the SN
ij (Q), one can determine how

each atom pair contributes to the features of the structure factors. bi and bj are the
neutron scattering lengths of atom type i and j. Figure7.3 shows the comparison of
the experimental neutron structure factor and those calculated fromMD simulations
of a lanthanum aluminate glass (37.5%La2O3–62.5%Al2O3) [53]. In the figure,

Fig. 7.3 Comparison of experimental and calculated neutron structure factor for lanthanum alu-
minate glasses [53]. Partial structure factors from MD simulations are also shown
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it is also shown the contributions of each of the six partial structure factors. This
comparison will not only provide information on how good the agreement is but also
what partial contribution leads to the major differences.

There are several site specific experimental techniques such as solids state NMR,
EXAFS and Raman spectroscopy that can give additional structural information
to be compared directly with simulation results and thus are able to provide further
validations. For example, NMR results not only provideQn distributions but also how
the Qn species are linked together through double or multi-quantum experiments.
This kind of site specific experimental methods is an additional opportunity for
detailed structure comparison and validation.

Recently, calculations of the NMR spectra using the GIPAW method based on
structuremodels from classicalMD simulationswere performed and used to interpret
the experimental NMR spectra for various nuclei. Insight on the network structures
of complicated bioactive glasses was obtained [54]. Combination of classical MD
simulations, DFT relaxation of periodic glass structure models, and GIPAW NMR
spectra calculations has also been used to investigate modifier local environment
in glasses [55]. For example, strontium local environment in strontium containing
bioactive glasses was studied by this combination method with multiple samples.
It was found that statistics from multiple glass samples are critical to generate reli-
able comparison of the NMR spectra [55]. This can become a powerful method in
interpreting NMR results to provide rich structural information of glasses [56].

7.3 MD Simulations of Multicomponent Glasses: Practical
Examples

7.3.1 Soda Lime Silicate Glasses

Soda lime silicate (Na2O–CaO–SiO2) glasses are the basis of a wide range of indus-
trial glass compositions, often with addition of other minor components. Structural
understanding of these glasses is thus of both scientific and technological impor-
tance. However, there are very few studies of soda lime silicate glasses from MD
simulations, possibly due to the additional complexity of CaO introduced to the
binary Na2O–SiO2 glasses which, together with other alkali silicate glasses, have
been very well studied using MD simulations. Cormack and Du [57] have studied
the soda lime silicate glasses in the base composition 15Na2O–10CaO–75SiO2 and
investigated the effect of replacing Na2O with CaO on the short range and medium
range structures using MD simulations. Partial charge pairwise potential with BKS
[58] parameters were used for the Si–O and O–O interactions and Na–O and Ca–O
parameters developed by fitting to the structures and properties of related crystal
systems [57].

Although CaO and Na2O both play the glass modifiers role in silicate glasses (it is
confirmed from simulations that each sodium ion creates one NBO and each calcium
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ion creates two NBOs, by breaking the Si–O–Si linkages), their local coordination
environments are quite different. It was found that calcium ions have total coordina-
tion number of around six with around 80% are non-bridging oxygen (NBO), while
the coordination number for sodium is around 5 with a little over 50% of them are
NBO. This can be seen from pair correlation functions of Ca–O and Na–O pairs
and the deconvoluted BO/NBO contributions. Similar trend was also found in bond
angle distributions. This difference is mainly originated from the difference of the
field strength of sodium and calcium ions. Stronger bonding to NBOs that create
stronger linkage between Si–O network fragments of Ca as compared to Na leads
to much improved mechanical property and chemical durability when CaO is intro-
duced to soda silicate glasses. The primitive ring size distribution statistics, a way to
measure the medium range structures, was found to be relatively insensitive to the
CaO/Na2O substitution.

Pedone et al. studied soda silicate and soda lime silicate glasses using the partial
charge Morse potential with MD simulations [59]. It was found that calcium ions
increases the compactness (lower free volume) and increases the cohesion energy
due to stronger Ca–O bond as compared to Na–O bond. As a result, soda lime
silicate glasses have higher Young’s moduli and higher sodium diffusion energy
barrier as compared to soda silicate glasses. The substitution of MgO with CaO in
soda lime silicate glasses were also studied using MD simulations. It was found that
magnesium mainly has fourfold coordination as compared to calcium with mainly
sixfold coordination. MgO/CaO substation leads to decrease of diffusion energy
barrier and elastic moduli.

7.3.2 Aluminosilicate Multicomponent Glasses

Alumina as a glass-forming component has been commonly used to improve the
properties of soda silicate glasses. As a result, aluminosilicate glasses is a common
industrial glass system that finds a number of technological applications. For exam-
ple, the Corning Gorilla© glass that are widely used for display in electronic devices
is aluminosilicate glass and the base glass composition of E-glass is also aluminosil-
icate with other components such as boron oxide. Alumina is generally considered to
be a glass former when combined with other glass forming oxides as it cannot form
glass by itself and, in some classifications, it is also considered to be an intermediate.

Xiang, Du, Smedskjaer and Mauro recently studied sodium aluminosilicate
glasses using classical MD simulations with two sets of potentials [60]. Both sets of
potentials use partial charges with−1.2 being assigned to oxygen and the charges of
other ions proportionally scaled down from their formal charges. One set uses Buck-
ingham potential format and other one uses Morse potential. Three compositions
were studied with similar silica content (around 60mol%) but different Al/Na ratios
covering peralkaline (Al/Na < 1) to peralumina (Al/Na > 1) compositions. Alu-
minum ions are found to be mainly (over 95%) fourfold coordinated and are part of
the silicon-oxygen glass network. The [AlO4/2]− units are mainly charge balanced
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by sodium ions but oxygen triclusters [OAl3] or [OAl2Si] are also found to exist
in the glasses. The percentage of oxygen triclusters increases from around 1% to
around 10%with increasing Al/Na ratio. The percentage of five-coordinated Al also
increases with Al/Na ratio. Depending on the potentials used, an increase from 0.4 to
1.3% or from 1.9 to 5.5% from peralkali (Al/Na = 0.6) to peralumina (Al/Na = 1.5)
for the Buckingham and Morse potentials, respectively. Six coordinated aluminum
was also observed in the structure generated using the Morse potential.

Connectivity between [AlOx] polyhedra was analyzed to study the distribution
of the glass forming units. It was found that majority linkages are [AlOx]–[SiO4]
through corner sharing of bridging oxygen, this is followed by [SiO4]–[SiO4] link-
ages through corner sharing. [AlOx]–[AlOx] has the lowest possibility. However, no
strict aluminum avoidance rule was observed as there are still considerable amount
[AlOx]–[AlOx] linkage and average of such linage per [AlOx] increase with increas-
ing Al/Na ratio.

Mechanical properties of these glasses were also calculated based on the struc-
tures generated from MD simulations. This was done by calculating the compli-
ance matrix, which is second derivative of potential energy versus strain. Based on
the compliance matrix, bulk, Young’s and shear moduli, as well as Poisson’s ratio,
were calculated. The increase trend of bulk and shear moduli with increasing Al/Na
ratio was correctly reproduced for both potentials. While the Buckingham potential
slightly overestimates both moduli, the Morse potential slightly underestimates the
moduli.

Corrales and Du studied the surface of soda lime aluminosilicate glass and melt
using MD simulations [61]. The base glass composition was chosen to represent
one form of E-glass with an aim to understand sodium ion distribution at the glass
fiber surfaces. Constant pressure simulations were used to generate the glass and
glass melt. Z-density distribution was used to describe element density in directions
perpendicular to the surface. It was found clear segregation and enrichment of sodium
ions on the surface. This is associated with non-bridging oxygen ion segregation at
the surface. The results help to explain the experimentally observed sodium emission
in glass fiber surfaces. Potential of mean force was used to measure the correlation
between sodium ions in this paper. Two methods were used to calculate the potential
of mean forces: integration of pair distribution functions and constrained dynamic
simulations, with both give similar results.

7.3.3 Aluminophosphate and Phosphosilicate
Multicomponent Glasses

Phosphate glasses find wide applications as laser media and optical windows, and
more recently as bioactivematerials. Phosphate glasses are characterized by the chain
or network structures formed by [PO4] tetrahedrons linked through bridging oxygen
ions [62]. Compared to [SiO4] tetrahedron, there exist a terminal double bond P=O
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in each [PO4] unit. The other three bridging oxygen can be converted to non-bridging
oxygen during the depolymerization of the network, depending on the O/P ratio.

There were concerns on the description of the double bonds in [PO4] unit using
classicalMD simulations but it seemed that themean field approach in pair potentials
work well in phosphate glasses as in silicate glasses. Liang et al. [62] studied lithium
phosphate binary glasses usingMD simulations. It was found that the observed glass
transition temperatureminimum is related to the abundance of small-membered rings
in the structures. An increase in glass stability was observed as the average ring size
increased from two- to four-membered rings. Mountjoy studied the structures of
rare earth (RE) phosphate glasses, (R2O3)x(P2O5)1−x using MD simulations and
compared with EXAFS and diffraction experimental methods [63]. It was found that
RE coordination number ranges from 6 to 8 and generally decreases with decreasing
RE ionic radius [63]. Du et al. studied cerium aluminophosphte glasses (19Al2O3–
76P2O5–5CeO2) using a set partial charge pairwise potential [20]. It was found that
phosphorus ions are mainly four coordinated (99%) and aluminum ions are four
(79%), five (20%) and six (1%) coordinated with an average coordination number
of 4.2. Aluminum ions were found to be mostly in the glass forming network for both
four and five coordinated states. For phosphorus species, there is a wide distribution
of Qn species.

Phosphosilicate and aluminophosphosilicate glasseswere alsomodeled usingMD
simulations by Du et al. [20]. Figure7.4a shows the glass forming cation-oxygen pair
distributions. It can be seen that the bond lengths increase from P–O, Si–O and Al–O
with peak position in 1.51, 1.62, 1.79Å respectively. It can also be seen that the first
peak of the P–O, Si–O andAl–O decrease in intensity and becomes less symmetric in
the sequence, which can be related to the decreasing field strength of the three glass
forming cations. Bond angle distribution analyses of the three glass forming cations
show that O–P–OBAD ismost symmetric at angle of 109◦ whileO–Al–O bond angle
distribution is rather broad. It is interesting that five coordinated silicon, which does
not exist in usual silicate glasses, was found in cerium phosphosilcate and cerium

Fig. 7.4 Pair distribution function (a) and accumulated coordination numbers (b) for P, Si and Al
in cerium aluminophosphosilicate glass [20]
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aluminophosphosilicate glasses in the range 4–5%. This was also observed in NMR
studies of phosphosilicate glasses. This is shown in the accumulated coordination
number of the three network forming cation (Fig. 7.4b).

One of the most interesting findings of the cerium phosphate glasses from MD
simulations is the preference of glass forming network unit around cerium ions.
Cerium ions have a coordination number of around 7 and the preference in their sec-
ond coordination shell decrease in the sequence phosphorous, aluminum and silicon.
The coordination numbers of Si, Al and P in the second coordination shell are 0.2, 0.5
and 6.6, respectively, for Ce3+ and 0, 0, 6.5 for Ce4+ [20]. This suggests that cerium
and other rare earth ions will be preferentially surrounded by phosphorous and alu-
minum and forms a solvation shell to separate these high field strength ions from the
rigid silicon oxygen network. These simulation results explain well the declustering
effect of alumina and phosphorus oxide codopants in rare earth containing optical
fibers [20].

Another group of phosphosilicate glasses that have attracted much attention in
simulations is the bioactive glasses [64]. These glasses have relatively low phospho-
rous oxide concentration (2–3 mol%) with large amount (over 20mol%) of sada and
calcia. The compositions can be considered to be invert glass as the silica content
is less than 50%. These glasses can be partially dissolved in body fluid solutions
and develop a layer of hydroxyl carbonate apatite (HCP) at the interface and are
classified to be bioactive. These complicated quarterly glass system (Na2O–CaO–
P2O5–SiO2) can be further modified by addition or substituting MgO, SrO or ZnO
to further fine tune or add additional functionalities. The bioactivity of the glasses
originates from their atomic structure and has shown strong composition, and hence
structure, dependent. MD simulations have been successfully used to simulate the
45S5 bioglass [64], one of the most bioactive compositions. First reported by Zeitler
and Cormack [65] and later followed by Tilocca et al. [41, 66], Pedone et al. [27], and
Du and Xiang [8, 21], a number of studies on MD simulations of these and related
bioactive glasses have been published. Considerable insights on the atomic struc-
tures and their bioactivity correlation have been revealed by these simulations. As a
result, this special glass system has become one of the most studied multicomponent
glasses.

Zeitler and Cormack [65], and later Du and Xiang [8, 21], used the partial charge
pair wise potential with parameters from Table7.1 to simulate the 45S5 bioactive
glass bulk and surface structures. MD simulations using this set of potential cor-
rectly have reproduced the basic glass structure features and have shown reasonable
agreement with neutron diffraction results. It was found that in 45S5, the glass net-
work structure is highly fragmented with branched chain or small groups, with an
average network connectivity of around 1.9. This fragmented network structure is
one of the main reason that the glass can be easily dissolved in aqueous solutions that
leads to the formation of silanol groups that further polymerize to form amorphous
Si–O network, on which calcium and phosphate groups deposit and further crystal-
lize to form HCP crystals. Pedone et al. studied the effect of MgO/CaO substitution
on the structure and properties of 45S5 bioactive glasses using MD simulations [27].
Tilloca et al. have reported several papers on MD simulations of 45S5 and related
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Fig. 7.5 Snapshot of bioactive glass 46.1SiO2 · 24.4Na2O · 16.9CaO · 2.6P2O5 · 10SrO (mol%)
fromMD simulations. Total number of atoms 2836. Simulation cell size 34×34×34Å3. Pink ball
Sr; blue ball Ca; green ball Na; small yellow ball Si; small purple ball P; small red ball O

bioactive glasses using a set of polarizable potentials based on the shell model [41,
66].

Du and Xiang studied the SrO/CaO substitution effect on the glass structure and
diffusion of 45S5 bioactive glasses using MD simulations [21]. SrO is introduced to
bioactive glasses due to the simultaneous effect of Sr ions to enhance bone growth
and inhibit bone absorption. It was found that Sr ions reside in an environment similar
to calcium. The substitution leads to linear increase of glass density and decrease
of molar volume. However, the substitution does not considerably change the
medium range structure such as network connectivity and Qn distribution. The ionic
diffusion behaviors including the diffusion coefficients and diffusion energy barri-
ers also remain constant with the substitution. Figure7.5 shows a snapshot of 45S5
bioactive glass with 10% SrO/CaO substitution from MD simulations. These simu-
lation results provide further evidence that SrO/CaO substation can be a mechanism
to improve efficiency of hard tissue growth and bioactivity while maintain the gen-
eral dissolution behaviors and other basic physical and chemical behaviors of 45S5
glass [21].
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7.4 Concluding Remarks

Classical MD simulations have been successfully used to study the structure and
properties of oxide glasses including some multicomponent glass compositions.
Structural, diffusion, dynamic and mechanical properties of these glasses can be sys-
tematically studied using simulations. With careful experimental validations, these
simulations can be used to investigate glass the structure—property relationship
and eventually design of new glass compositions. Applications of these simulations
methods have now moved beyond academic laboratories and began to be used in
industrial environments. There remain, however, several challenges in MD simula-
tions ofmulticomponent glasses namely the reliability and transferability of empirical
potentials, cooling rate and system size effect on the structure features, experimen-
tal validation of the simulated structures. Despite these challenges, it is concluded
that MD simulations will play a more and more important role in fundamental and
practical research of glass materials.
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Abstract
Surface plays an important role in the physical and chemical properties of oxide

glasses and controls the interactions of these glasses with the environment, thus

dominating properties such as the chemical durability and bioactivity. The surface

atomic structures of a series of sodium borosilicate glasses were studied using

classical molecular dynamics simulations with recently developed compositional

dependent partial charge potentials. The surface structural features and defect spe-

ciation were characterized and compared with the bulk glasses with the same

composition. Our simulation results show that the borosilicate glass surfaces have

significantly different chemical compositions and structures as compared to the

bulk. The glass surfaces are found to be sodium enriched and behave like borosil-

icate glasses with higher R (Na2O/B2O3) values. As a result of this composition

and associated structure changes, the amount of fourfold boron decreases at the

surface and the network connectivity on the surface decreases. In addition to com-

position variation and local structure environment change, defects such as two-

membered rings and three-coordinated silicon were also observed on the surface.

These unusual surface composition and structure features are expected to signifi-

cantly impact the chemical and physical properties and the interactions with the

environments of sodium borosilicate glasses.

KEYWORD S
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1 | INTRODUCTION

Sodium borosilicate (SBN) glasses have had wide use in
everyday life and technologies, such as sealing materials
and chemically resistant laboratory glass wares. They are
the base composition for known industrial brands such as
the Vicor and the Pyrex glasses.1-4 They are also widely
accepted as confinement matrix to immobilize medium-
and high-level nuclear wastes.5 In addition, borosilicate
glasses find biomedical applications with controlled disso-
lution rate and bioactivity.6,7 For many of these applica-
tions, it is critical to understand the bulk and, especially,
surface glass structures as they have a strong impact on the

corrosion and dissolution behaviors, bioactivity, long-term
chemical durability, mechanical properties, and ion-
exchange behaviors. Despite the wide applications of
borosilicate glasses, the current knowledge of their struc-
ture remains limited. The presence of two glass network
formers, Si and B, as well as the coexistence of different
types of boron coordination states, makes the SBN glass
structure significantly more complex than silicate
glasses.4,8,9 Therefore, a deeper understanding of the bulk,
and especially, the surface structure of SBN glasses is
important to both glass science and technologies.

Glass surfaces are critical to understanding the interac-
tions of glass with the environment, as they are where the
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reactions first take place. Detailed structural information of
SBN glass surfaces and their interaction with water are thus
important to a better understanding of the mechanisms of
aqueous glass corrosion and alterations. Compared to the
study of bulk glass structure, the analysis of glass surface
is much more difficult because of limited analysis methods.
Common experimental techniques that have been used to
study glass surfaces include X-ray photoelectron spec-
troscopy (XPS), secondary ion mass spectroscopy, scanning
and transmission electron microscopy, and Fourier-trans-
form infrared spectroscopy.10-13 The insulating and amor-
phous structure of glasses further complicate both analysis
and data interpretation.14,15 On the other hand, during the
past few decades, molecular dynamics (MD) simulations
have been effective for the surface structure study of differ-
ent kinds of glasses. Numerous works on the MD simula-
tion of silica glass surface have been reported.15-19 For
example, Du et al.16 investigated the structure and hydrox-
ylation of silica glass surface by MD simulation using pair-
wise partial charge potentials. During the surface creation
process, the formation of defects (ie, nonbridging oxygen
(NBO), two-membered ring, and three-coordinated silicon)
was observed, and these defects are regarded as active sites
for the formation of hydroxyl groups. Zeitler et al.20 stud-
ied the interaction of water with bioactive glass surfaces
whose complex compositions include SiO2, Na2O, CaO,
and P2O5. They reported that defects identified in SiO2 sur-
face, such as three-coordinated Si, were not observed in
these simulated bioactive glasses. Average reaction energies
for different rings were calculated, and dramatic structural
openings occurred on opening of three-membered rings. In
another MD simulation surface study of multicomponent
glass, Corrales and Du21 demonstrated that after characteri-
zation of the surface state of a series of sodium-containing
calcium aluminosilicate glass melts, sodium ions, and NBO
near the glass surface were enriched.

Compared to wide applications of MD simulations of
silica and silicate glass surfaces, simulation studies of
borosilicate glass surfaces are quite limited. This dearth of
studies is due mainly to the limited availability of suitable
empirical potential for borosilicate glass systems because
of the complexity of borosilicate glass structures and the
difficulty of describing boron coordination change with
composition. Recent developments of potentials have
enabled simulations of borosilicate glasses. Inoue et al.22

developed a set of partial charge pairwise potentials for
SBN glasses, and were able to reproduce boron coordina-
tion change with composition. In addition, a set of compo-
sition-dependent partial charge potentials developed by
Kieu et al.23 were able to describe the boron coordination
change with composition in terms of both R (Na2O/B2O3)
and K (SiO2/B2O3) values. In addition to the structure, the
equilibrium density and mechanical properties of

borosilicate glasses calculated using this set of potentials
also agree well with experiments. Recently, Kwon and
Criscenti24 used this set of potentials to model a few SBN
glass surfaces. They reported that surface glass composition
differs significantly from the bulk. Many aspects of borosil-
icate glass surface structures, however, remain unknown,
while the structure features remain critical to understanding
the interaction of these glasses with water and dissolution
behaviors.

In this work, we apply molecular dynamics simulations
using the recently developed potentials23 to perform a
detailed analysis of the SBN glass dry surface. The aim of
these simulations is better to understand the composition
and structural differences between SBN bulk glass and
glass surface. This paper is arranged as follows: MD simu-
lation details introduced in Section 2 include the potential
model used here and how to generate SBN bulk glass and
glass surface. Property analysis and comparisons are subse-
quently presented in Section 3: Z-density profile is used to
determine the thickness of surface layer; and then glass sur-
faces compositions are calculated and compared with bulk
glasses. For local glass structure study, pair distribution
function, bond angle distribution, and N4 (the fraction of
tetrahedral to total boron) data are calculated; and ring size
distributions are used for medium glass structure analysis.
Also reported in this section are defects types and concen-
trations that formed on glass surfaces. Section 4 discusses
the significance of these results to understanding SBN glass
surface properties. Finally, Section 5 summarizes our
findings.

2 | SIMULATION DETAILS

Classical molecular dynamics simulations were performed
using the DL_POLY25 package. The potentials used here
were developed by Kieu et al.,23 and was recently tested
by Deng and Du by simulating sodium borosilicate glasses
in wide composition ranges, which showed good agreement
of boron coordination change with composition as com-
pared to well accepted theories.27 The potentials combine a
long-range coulomb term and a short-range Buckingham
term,

UðrijÞ ¼ qiqj
rij

þ Aije
�rij
qij � Cij

r6ij
(1)

where rij is the interatomic distance between atoms i and j;
qi and rij are the effective charge for atoms i and j, respec-
tively. Aij, qij, and Cij are the parameters for the Bucking-
ham term. The potentials were based on a set of partial
charge potentials developed by Guillot-Sator.26 The main
feature of this set of potential is their compositional-depen-
dent atomic charges and the Aij parameter for the B–O
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Buckingham interactions, which enable it to correctly
describe boron coordination change with composition.23

Potential parameters were fitted to the well-accepted Dell
and Bray model8 of boron coordination change with com-
position and have been shown to describe the structure,
including boron coordination change, and properties such
as density and mechanical properties of a series of SBN
glasses. Recent testing of the potentials has shown that the
potentials are capable of simulations of SBN glasses in
wide composition ranges.27 In addition to structure fea-
tures, the potential was also shown to be able to reproduce
the experimental densities under constant pressure simula-
tions and mechanical properties.23 More details of the
potential can be found in Refs. [23] and [27].

Borosilicate glasses are commonly described by two
ratios: R ¼ Na2O

B2O3
and K ¼ SiO2

B2O3
. In this work, three different

SBN glass compositions with the same K (=2) but different
R values were studied using MD simulations (Table 1). The
initial systems, with ~3000 atoms for each composition,
were generated by randomly placing all the atoms in a cubic
cell with experimental glass densities. These systems were
then energy minimized at 0 K and relaxed at 300 K. After
relaxation, systems were heated to 6000 K to remove the
memory effect of the initial configurations, and then cooled
to 300 K gradually, with a nominal cooling speed of 5 K/
ps. Canonical ensembles (NVT) and a time step of 1 fs
were used throughout the bulk glass simulation processes.

For surface creation, the bulk structure generated above
was first relaxed at 300 K for 200 000 time steps under
constant (zero) pressure using an isothermal and isobaric
ensemble (NPT). During this process, a small decrease in
cell length observed in all three samples resulted in a
1.7%-3.1% increase in glass densities. MD simulations of
glass surfaces began with cleaving the bulk structures per-
pendicular to the z-axis.17 Figure 1 schematically shows
the process of glass surface generation in simulations.
Starting from a bulk glass structure model (Figure 1(left))
generated from the normal melt and quench process and
full relaxation under constant temperature and pressure
(NPT) ensemble to release stress, the surface was created
by insertion of a vacuum gap followed by a series of
annealing and relaxation. A vacuum gap of 20 �A along
the z-axis was inserted to the simulation cell while keeping
the three-dimensional periodic boundary conditions
(Figure 1 (middle)). Meanwhile, the bottom quarter layer of
the relaxed bulk structure was frozen to mimic the bulk. To
simulate spontaneous heating during fracture and to facili-
tate structural relaxation, the cleaved surface was relaxed at
1000 K for 60 000 time steps and then cooled gradually to
300 K and further relaxed at 300 K for another 60 000 time
steps. To obtain reliable results, for each sample, three dif-
ferent surfaces were generated by inserting the vacuum gap
at different positions (each displaced from each other by
4 �A) along the z-axis of one bulk structure.

TABLE 1 Bulk glass composition, density, and simulation cell information (cubic cell, length of each sides) used for MD simulation

Glass

Composition (mol%)

R K
Density
(g/cm3)

Cell size
(�A)

Atom number

SiO2 B2O3 Na2O Si B Na O Total

SBN0.2 62.50 31.25 6.25 0.2 2.0 2.147 33.28 518 518 104 1865 3005

SBN0.5 57.14 28.57 14.29 0.5 2.0 2.396 33.24 480 480 240 1800 3000

SBN1.0 50.00 25.00 25.00 1.0 2.0 2.530 32.82 428 428 428 1712 2996

FIGURE 1 Schematic illustration of the glass surface creation process (Glass SBN1.0 is used here as an example.)
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3 | RESULTS

The z-density profiles of all ion types calculated in 2 �A
slabs are shown in Figure 2 for three samples. Note a dis-
tinct drop of atom densities near the surface regions. For
visual assistance, a green vertical dashed line marks the
starting change point. According to this atom density
change, the thickness of surface regions was 4-8 �A, which
is also in agreement with other simulation results.16,28

After determining surface region thickness, the chemical
compositions at the glass surface were further calculated;
those chemical compositions at the glass surface turned out
to be significantly different from bulk glasses. Table 2
compares calculated R and K values between glass surfaces
and bulk glasses. For bulk glass, all three samples have the
same initial K value of 2. For glass surface, the K value of
sample SBN0.2 was increased to 2.25, whereas surface K
values of samples SBN0.5 and SBN1.0 showed almost no
change. Further comparing the R value reveals a significant
increase in R value at the surface of these samples and the
increment for samples SBN0.2, SBN0.5, and SBN1.0 are
0.15, 0.15, and 0.50, respectively. This result indicated that
Na replaces both Si and B on the surface of three samples,
thereby causing the enrichment of sodium at glass surface.
The increase in sodium concentration at the glass surface
also has been found in ab initio simulations of 45S5 bioac-
tive glass as well as other classic MD simulations, includ-
ing 58S bioactive glass, soda-lime-silica glass, and sodium
calcium aluminosilicate glass melts. The accumulation of
Na+ at the surface is recognized to compensate for the
charge of NBOs caused by O–Si bond breakage.21,29-31

The enrichment of sodium at the surface is important at the
initial stage of the general glass dissolution process, where
Na+ undergoes ion exchange in solution and leads to the
formation of a hydrated alteration layer on the glass sur-
face.32,33

In contrast to the large difference in bulk and surface of
the coordination number, bond distance, and bond angle of
boron, silicon coordination remains around 4.0, and the Si–

O bond distance remains around 1.61 �A (Figure 3). The
large structure feature differences in boron between the
bulk and surface stem from their composition differences.
And, we know the boron coordination environment
depends on composition, ie, both the R and K values; while
the high field strength of Si4+ enables silicon ions to
remain fourfold coordinated and to experience a relatively
small change in distribution with composition. However,
there the difference between bulk and surface is subtle but
noticeable, even for Si–O distributions. Comparison of Si–
O PDF between bulk glass and surface showed a slight
decrease in peak height and an increase in peak Full Width
at Half Maximum of the first peak for the surface.

To get more accurate quantitative results, the N4 number
for the surface and bulk structure is calculated and is
shown in Figure 4. Theoretical trends of N4 vs R for K=2
series SBN glasses predicted by Dell and Bray model are
drawn as a reference in the blue dash line. Dell and Bray
model can be used to predict N4 based on the glass compo-
sition (RNa2O�B2O3�KSiO2). According to this model,
N4=R as 0�R�Rmaxð¼ 0:5þ K

16Þ; N4=Rmax as
Rmax≤R≤RD1(=0.5 + K/4); N4 ¼ Rmax � ðR� RD1Þð8þ KÞ=
½12� ð2þ KÞ�Þ as R≥RD1.

8 When R=0.2 (sample SBN0.2)
and R=0.5 (sample SBN0.5), the N4 numbers of bulk struc-
tures agree well with theoretical values. However, when R
value equals 1.0, the simulated bulk structure has slightly
higher N4 than that predicted by the Dell and Bray model.
Surface N4 numbers were compared with the corresponding
bulk N4 values and the results show that the number of
fourfold boron decreased on surfaces. This is supported by

FIGURE 2 z-density profiles of (A) SBN0.2, (B) SBN0.5, and (C) SBN1.0

TABLE 2 Comparison of R (Na2O/B2O3) and K (SiO2/B2O3) values
of bulk and surface

SBN0.2 SBN0.5 SBN1.0

Rbulk 0.2 0.5 1.0

Rsurface 0.35 0.65 1.50

Kbulk 2.0 2.0 2.0

Ksurface 2.25 2.03 2.04
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pair distribution and bond angle distribution analyses that
will be presented later (Figures 5 and 6). Also, the differ-
ence in N4 numbers between surface and bulk structure
increase with the increase in R value. These results suggest
that sodium ions accumulated at surface were not used to

convert trigonal BO3 units into tetrahedral BO4 units.
Instead, they were used to create non-bridging oxygen ions
on [SiO4] tetrahedrons on the surface.

Bond angle distribution (BAD) of O–Si–O and Si–O–Si
was also studied. Corresponding results for sample SBN0.5
are presented here as an example. As shown in Figure 7A, in
the bulk structure, the O–Si–O bond angle has a symmetric
distribution, with the peak position at around 109°; while for
the surface, another peak appears at around 87°. Further-
more, by comparing the bulk and surface Si–O–Si bond
angle distribution (Figure 7B), we learn that the Si–O–Si
BAD of the bulk structure ranges from 110° to 180°, with a
peak around 150°; while that of the surface shifts to lower
values. A possible source of distortion in Si–O–Si angle is
the concentration increase in small rings of sizes 3 and 4.
(Rings are defined as the smallest loops of Si/B–O links.)34

Additional surface effects are characterized by the emergence
of a second peak at around 91° in Si–O–Si BAD for the sur-
face. The O–Si–O and Si–O–Si bond angles in two-mem-
bered rings calculated by Bunker et al.35 were 88.5° and
91.5°, respectively. Therefore, a reasonable inference is that
the appearance of smaller bond angles around 90° on the sur-
face is related to the formation of two-membered rings.

To better visualize the surface atomic structure and
determine surface structure features, the top 5 �A surface

FIGURE 3 Comparison of bulk and surface Si–O pair distribution functions in (A) SBN0.2 glass; (B) SBN0.5 glass; (C) SBN1.0 glass

FIGURE 4 Comparison of calculated N4 with R for surface and bulk
SBN glasses (the standard deviation was calculated from three parallel
samples). Trends predicted by Dell and Bray model for K=2 are shown as
blue dash line

FIGURE 5 Comparison of bulk and surface B–O pair distribution functions in (A) SBN0.2 glass; (B) SBN0.5 glass; (C) SBN1.0 glass
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layer of SBN0.5 glass is shown in Fig. 8 with both the top
and side views. Although we observed the existence of
two-membered (2M) rings as well as three-coordinated sili-
con (Si3) at the surface, the number of these defects is very
low as compared to silica surfaces.16 Table 3 summarizes
calculated surface defects concentrations for SBN glass
samples with different compositions. For each glass com-
position, three different surface models were created, and
the data shown in Table 3 are the average values. Worth
noting is that the formation of two-membered silicon rings
at the surface is found in all glass samples, while the con-
centration of Si3 decreased to 0 for the sample SBN1.0. A
previous MD simulation study of pure silica surface16

showed an average two-membered ring and Si3 concentra-
tion of 0.884 and 0.778/nm2, respectively, which is
obviously much higher than what our study revealed for
SBN glass. That defect sites are highly reactive when
exposed to water, considering their high energy states, is
well-accepted.36,37 Thus, a low defect concentration of
SBN glass at the surface would be attractive for their appli-
cation in nuclear industry.

Figure 9 presents ring size distribution on the surface
and in the bulk of SBN glass. Ring statistics were

calculated from primitive ring distributions of Si–O–Si, Si–
O–B, and B–O–B linkages. The bulk has a broad-ring size
distribution from 3- up to 15-membered rings; while 2-
membered rings showed up on the surface with quite low
concentration, thereby confirming our previous results. In
addition, the higher concentration of small rings is an
important feature of the surface as compared to the bulk
structure, and is consistent with the shift of Si–O–Si bond
angle for surface (as shown in Figure 7). Formation of
these small rings can be explained by the recombination of
neighboring dangling bonds such as NBO and Si3, which
generated during surface formation.

4 | DISCUSSION

Compared with the bulk glass, change in composition and
structure is clearly observed for the SBN glass surfaces: an
increase in sodium concentration at the surfaces was
observed for all three samples with different sodium con-
tents. Sodium enrichment was also observed in boron-free
E glass and melts from MD simulations.38 On the other
hand, excess NBOs created upon the formation of surface

FIGURE 6 Comparison of bulk and surface O–B–O bond angle distribution functions in (A) SBN0.2 glass; (B) SBN0.5 glass; (C) SBN1.0 glass

FIGURE 7 Comparison of (A) O–Si–O and (B) Si–O–Si bond angle distribution in bulk SBN0.5 glass and its surface
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can be verified by the coordination number change as
shown in Table 4, where both Si–NBO bonds and B–NBO
bonds concentrations increased at the surface as compared
to bulk glass. The increase in NBOs tends to be the driving
force behind sodium enrichment of the glass surface, as the

accumulation of Na+ at the surface can be used to compen-
sate the charge of NBOs caused by O–Si or O–B bond
breakage.

Another important feature of SBN glass surface is the
decrease in N4 value, which indicates that three-coordinated
boron is more favorable at the surface. One possible reason
is that the reaction BO4 ? BO3 + NBO takes place during
the surface formation process, and leads to the BO3 group
as well as nonbridging oxygen increasing at the glass sur-
face. Another possible reason is that the increase in BO3

group at the SBN glass surface can be analog to the Si3

formation found in pure silica glass surface studies.15,16 As
boron can form both three- and fourfold coordinated struc-
ture units, formation of [3]B at the boron-contained glass
surface is much easier and thus preferred over the forma-
tion of Si3. This also explained why the Si3 defects concen-
tration (defect numbers/surface area) at SBN surface
calculated in this work (Table 3) is much lower than that
for silica glass (0.6-0.8/nm2).15,16 Comparing the defects
concentration of three samples, the trend is that as the
Na2O/B2O3 ratio increased from 0.2 to 1.0, Si3 defects con-
centration decreased from 0.12/nm2 to 0. This general trend
shows that during the surface formation process, sodium as
a network modifier is important for the elimination of
defects such as 3Si.

The increases in sodium ions concentration and NBOs
concentration, and the decrease in N4 value at the SBN
glass surface will weaken the glass network structure and
thus make the surface more vulnerable to corrosion, which
clearly is not good for use as nuclear waste glass but is
desirable for some bioactivity applications. The results of
this work verify that bulk glass composition is an important
determinant of glass surface properties. Comparison among
three SBN glass samples with the same SiO2/B2O3 value
(K=2) but different Na2O/B2O3 ratio (R=0.2, 0.5 and 1.0)
shows that at glass surface, with increasing Na2O/B2O3

ratio, the concentrations of Na+, NBO, and [3]B continue to
increase while the defects concentration decreases. All
these results indicated that a special design of glasses com-
positions and structures is quite important for their various
applications with different performance requirements.

In MD simulations of glasses, an important considera-
tion is the simulation cell size effect as three-dimension
periodic boundary condition is commonly employed.
According to our study about simulation cell size effect on
boron coordination in SBN glass simulation, N4 number
tends to converged as the system size reaches around 1000
atoms.9 Considering the fact that most simulation results
are based on statistical data, an increase in the system size
can help improve the accuracy of predictions, especially
for surface simulations. In this work, we chose a simulation
box with around 3000 atoms as a consideration of both
accuracy and time used for simulation. The size should be

TABLE 3 Defect concentrations on SBN glass surfaces (#/nm2)

SBN0.2 SBN0.5 SBN1.0

2M ring 0.060 0.063 0.031

Si3 0.120 0.031 0

Total 0.180 0.094 0.031

TABLE 4 Comparison of Si/B–NBO bond percentage of bulk glass
and glass surface

SBN0.2 (%) SBN0.5 (%) SBN1.0 (%)

Si–NBO (Surface) 0.98 4.58 8.03

Si–NBO (Bulk) 0.69 0.76 4.88

B–NBO (Surface) 1.91 2.52 7.37

B–NBO (Bulk) 0.35 0.29 2.93

FIGURE 8 Top view and side view of one of the relaxed surface
(~5 �A) of SBN0.5. Color codes are red (O), blue (Si), green (B), and
yellow (Na)
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sufficient to capture the bulk and surface structural feature
changes in the borosilicate glasses studied in this work.

Another consideration in MD simulations is the cooling
rate effect in simulations.39 The bulk glass is formed at a
cooling speed of 5 K/ps while the annealed surface is cooled
down from 1000 K to room temperature with 10 K/ps. Both
these cooling rates are much higher than experimental val-
ues and this high cooling rate in MD simulations of glasses
is a common criticism of the simulation results. However,
although the cooling speed is several orders higher than real
systems, the number of atoms in the simulation cell, of
course with three-dimensional periodic boundary condition,
is much smaller than the real systems (eg, Avogadro’s num-
ber). As a result of fast energy exchange of atoms with the
surrounding cells,39 the two effects tend to cancel with each
other and, hence, the simulated glass structure is not too
much different from experiments, as shown in the compar-
ison of silicate glasses.40 In a recent study of cooling rate
effect on structure and properties of silica glasses, it was
shown that a slower cooling rate led to a decrease in glass
density (from 2.31 to 2.22 g/cc) and decrease in defect con-
centration for cooling rate range of 1013 to 109 K/s.41 As the
structure of borosilicate glasses is much more complex than
silica, a systematic study of both cooling rate and system
size on the structure of borosilicate glasses is thus very
necessary. These studies are being carried out and will be
reported elsewhere (L. Deng, unpublished).

5 | CONCLUSIONS

Three sodium borosilicate glasses and their surfaces with
the same K ([SiO2]/[B2O3])=2) but different R([Na2O]/
[B2O3]) values were studied using classical molecular
dynamics simulations with recently developed potentials.
The composition and structure of the glass surfaces were
investigated and compared with those of the bulk glasses.
The surface concentration of Na+ increased as compared to

the bulk when the surfaces are formed, resulting in a glass
structure with higher R values and a lower percentage of
four-fold coordinated boron (N4) due to preferential forma-
tion of NBO connected to B. Thus, the surface has a lower
network connectivity, and consequently higher reactivity, as
compared to the bulk. In addition, defects including two-
membered silicon rings and Si3 were formed at surface but
with lower surface concentration as compared with those
for pure silica glass. These surface defects provide potential
active sites for the attachment or formation of hydroxyl
groups and initiation of glass dissolutions. Thus, this study
of the SBN glass dry surface property paves the way for
better understanding of the following possible surface reac-
tion processes. Comparisons of surfaces among three differ-
ent glasses show that with the increase in R value), surface
Na+, NBO, and [3]B concentration increases and coordina-
tion defects concentration decreases. Lastly, intermediate-
range structural analysis shows that the average ring size at
the surface is decreased with a higher concentration of small
rings as compared with the bulk glasses.

ACKNOWLEDGMENTS

This work was supported by National Science Foundation
DMR Ceramics Program (Project number: 1508001) and
Department of Energy Nuclear Energy University Program
(NEUP, Project number: # DE-NE000748).

REFERENCES

1. Beales K, Day C, Duncan W, Midwinter J, Newns G. Special issue paper.
Preparation of sodium borosilicate glass fibre for optical communication.
Proc Inst Electr Eng. 1976;123:591–596.

2. Ben-Yakar A, Byer RL. Femtosecond laser ablation properties of borosili-
cate glass. J Appl Phys. 2004;96:5316–5323.

3. Bunker BC, Arnold GW, Day DE, Bray P. The effect of molecular struc-
ture on borosilicate glass leaching. J Non Cryst Solids. 1986;87:226–253.

4. Wu X, Dieckmann R. Sodium tracer diffusion in glasses of the type
(Na2O)0.2 [(BO1.5)X (SiO2)1�X]0.8. J Non Cryst Solids. 2011;357:2846–
2856.

FIGURE 9 Comparison of ring size distribution of the surface and the bulk of (A) SBN0.2 glass, (B) SBN0.5 glass, and (C) SBN1.0 glass

REN ET AL. | 2523



5. Kilymis D, Delaye J, Ispas S. Density effects on the structure of irradiated
sodium borosilicate glass: a molecular dynamics study. J Non Cryst Solids.
2016;432:354–360.

6. Huang W, Day DE, Kittiratanapiboon K, Rahaman MN. Kinetics and
mechanisms of the conversion of silicate (45S5), borate, and borosilicate
glasses to hydroxyapatite in dilute phosphate solutions. J Mater Sci Mater
Med. 2006;17:583–596.

7. Pan HB, Zhao XL, Zhang X, et al. Strontium borate glass: potential bio-
material for bone regeneration. J R Soc Interface. 2010;7:1025–1031.

8. Dell W, Bray PJ, Xiao S. 11B NMR studies and structural modeling of
Na2O–B2O3–SiO2 glasses of high soda content. J Non Cryst Solids.
1983;58:1–16.

9. Yun Y, Bray P. Nuclear magnetic resonance studies of the glasses in the
system Na2O–B2O3–SiO2. J Non Cryst Solids. 1978;27:363–380.

10. D’Souza AS, Pantano CG, Kallury KM. Determination of the surface sila-
nol concentration of amorphous silica surfaces using static secondary ion
mass spectroscopy. J Vac Sci Technol, A. 1997;15:526–531.

11. D’Souza AS, Pantano CG. Mechanisms for silanol formation on amor-
phous silica fracture surfaces. J Am Ceram Soc. 1999;82:1289–1293.

12. Sprenger D, Bach H, Meisel W, G€utlich P. XPS study of leached glass
surfaces. J Non Cryst Solids. 1990;126:111–129.

13. Zhuravlev L. The surface chemistry of amorphous silica. Zhuravlev model.
Colloids Surf Physicochem Eng Aspects. 2000;173:1–38.

14. Pantano C, Kelso J, Suscavage M. Surface studies of multicomponent sili-
cate glasses: quantitative analysis, sputtering effects and the atomic
arrangement. Adv Mater Charact. 1983;15:1–38.

15. Garofalini SH. Molecular dynamics computer simulations of silica surface
structure and adsorption of water molecules. J Non Cryst Solids.
1990;120:1–12.

16. Du J, Cormack AN. Molecular dynamics simulation of the structure and
hydroxylation of silica glass surfaces. J Am Ceram Soc. 2005;88:2532–2539.

17. Feuston B, Garofalini S. Topological and bonding defects in vitreous silica
surfaces. J Chem Phys. 1989;91:564–570.

18. Roder A, Kob W, Binder K. Structure and dynamics of amorphous silica
surfaces. J Chem Phys. 2001;114:7602–7614.

19. Rimola A, Costa D, Sodupe M, Lambert J, Ugliengo P. Silica surface fea-
tures and their role in the adsorption of biomolecules: computational mod-
eling and experiments. Chem Rev. 2013;113:4216–4313.

20. Zeitler TR, Cormack A. Interaction of water with bioactive glass surfaces.
J Cryst Growth. 2006;294:96–102.

21. Corrales LR, Du J. Characterization of ion distributions near the surface of
sodium-containing and sodium-depleted calcium aluminosilicate melts. J
Am Ceram Soc. 2006;89:36–41.

22. Inoue H, Masuno A, Watanabe Y. Modeling of the structure of sodium
borosilicate glasses using pair potentials. J Phys Chem B. 2012;116:
12325–12331.

23. Kieu L, Delaye J, Cormier L, Stolz C. Development of empirical potentials for
sodium borosilicate glass systems. J Non Cryst Solids. 2011;357:3313–3321.

24. Kwon KD, Criscenti LJ. Na borosilicate glass surface structures: a classi-
cal molecular dynamics simulations study. J Miner Soc Korea.
2013;26:119–127.

25. Smith W, Forester T. DL_POLY_2. 0: a general-purpose parallel molecu-
lar dynamics simulation package. J Mol Graph. 1996;14:136–141.

26. Guillot B, Sator N. A computer simulation study of natural silicate melts. Part
I: low pressure properties. Geochim Cosmochim Acta. 2007;71:1249–1265.

27. Deng L, Du J. Development of Effective empirical potentials for molecular
dynamics simulations of the structures and properties of boroaluminosili-
cate glasses. J Non-Cryst Solids. 2016;453:177–194.

28. Feuston B, Garofalini SH. Water-induced relaxation of the vitreous silica
surface. J Appl Phys. 1990;68:4830–4836.

29. Yuan X, Cormack AN. MD simulated structures of soda-lime-silica glass
and its surface. Ceram Trans. 1997;82:281–286.

30. Tilocca A, Cormack AN. Modeling the water�bioglass interface by ab ini-
tio molecular dynamics simulations. ACS Appl Mater Interfaces.
2009;1:1324–1333.

31. Tilocca A, Cormack AN. Surface signatures of bioactivity: MD simula-
tions of 45S and 65S silicate glasses. Langmuir. 2009;26:545–551.

32. Pierce EM, Frugier P, Criscenti LJ, Kwon KD, Kerisit SN. Modeling inter-
facial glass-water reactions: recent advances and current limitations. Int J
Appl Glass Sci. 2014;5:421–435.

33. Gin S, Jollivet P, Fournier M, et al. The fate of silicon during glass corro-
sion under alkaline conditions: a mechanistic and kinetic study with the
international simple glass. Geochim Cosmochim Acta. 2015;151:68–85.

34. Ganster P, Benoit M, Delaye J, Kob W. Surface of a calcium aluminosili-
cate glass by classical and ab initio molecular dynamics simulations. Surf
Sci. 2008;602:114–125.

35. Bunker B, Haaland D, Ward K, et al. Infrared spectra of edge-shared sili-
cate tetrahedra. Surf Sci. 1989;210:406–428.

36. Morrow B, Cody I. Infrared studies of reactions on oxide surfaces. 6.
Active sites on dehydroxylated silica for the chemisorption of ammonia
and water. J Phys Chem. 1976;80:1998–2004.

37. Tilocca A, Cormack AN. Exploring the surface of bioactive glasses: water
adsorption and reactivity. J Phys Chem C. 2008;112:11936–11945.

38. Corrales LR, Du J. Characterization of ion distributions near the surface of
sodium containing and sodium depleted calcium aluminosilicate glass
melts. J Am Ceram Soc. 2006;89:36–41.

39. Corrales LR, Du J. Thermal kinetics of glass simulations. Phys Chem
Glasses. 2005;46:420–424.

40. Du J, Cormack AN. The medium range structure of sodium silicate
glasses. J Non-Cryst Solids. 2004;349:66–79.

41. Lane JD. Cooling rate and stress relaxation in silica melts and glasses via
microsecond molecule dynamics. Phys Rev E. 2015;92:012320.

42. Deng L, Du J, ‘Simulation cell size and cooling rate effect on boron coor-
dination in borosilicate glasses from MD simulations”, in preparation.

How to cite this article: Ren M, Deng L, Du J.
Surface structures of sodium borosilicate glasses
from molecular dynamics simulations. J Am Ceram
Soc. 2017;100:2516–2524.

2524 | REN ET AL.



Structural Origin of the Thermal and Diffusion Behaviors of Lithium
Aluminosilicate Crystal Polymorphs and Glasses

Mengguo Ren, and Jincheng Du†

Department of Materials Science and Engineering, University of North Texas, Denton, Texas

Lithium aluminosilicate polymorphs a–LiAlSi2O6, b–LiAlSi2O6,

and the LiAlSi2O6 glass have been studied comparatively using
classical molecular dynamics (MD) simulations with an aim to

better understand the structural origin of the different thermo-

mechanical behaviors and lithium ion diffusion properties. The

melting behaviors and structural evolution were investigated for
the three phases using MD simulations. The structural features

of the three simulated samples were analyzed using coordina-

tion number, pair and bond angle distributions. The results

showed that b-LiAlSi2O6 and the LiAlSi2O6 glass had similar
melting behavior, had more random short-range atomic struc-

tures, and lower densities as compared to the a-LiAlSi2O6

phase, which has a more ordered and compact structure. The

lithium ion diffusion behavior in a–LiAlSi2O6, b–LiAlSi2O6,
and LiAlSi2O6 glass and their melts are determined and

compared by calculating the mean square displacements. It was

found that at high temperatures, the melts of a–LiAlSi2O6,
b–LiAlSi2O6, and LiAlSi2O6 glass had similar diffusion

properties. While at low temperatures, a–LiAlSi2O6 had the

lowest diffusion coefficient and highest diffusion energy barrier

due to its more close-packed structure and lacking of defects
to facilitate lithium ion diffusion. Both the b–LiAlSi2O6 and

glass show high ionic conductivity even at low temperatures.

This originates from their lower density and thus relatively

open structures, but slightly different diffusion mechanisms.
Lithium ion diffusion in b–LiAlSi2O6 is through the large

available interstitial sites while that in the glass is through

vacancies due to high free volume. The glass phase had slightly
lower lithium ion diffusion energy barrier and higher lithium

ion diffusion coefficients as compared to the b–LiAlSi2O6

phase, indicating the glass phase can achieve high ionic

diffusion and, in some cases, even higher than the crystalline
phases with similar densities and short-range structures.

Keywords: aluminosilicates; glass–ceramics; simulation; diffu-
sion/diffusivity

I. Introduction

LITHIUM aluminosilicate (LAS) materials find wide appli-
cations in glasses and glass–ceramics and as potential

lithium ion solid-state electrolytes due to their high ionic
conductivities. Spodumene LiAlSi2O6 (1:1:4 Li2O:Al2O3:SiO2)
is one of the most important phases of the LAS system and
is the main mineral phase for lithium deposit on earth.1,2

LAS glass–ceramics have high composition tolerance, high
chemical and thermal stability, and thus find various techno-
logical applications.3,4 There exist wide solid solution forma-
tions of LAS with the silica polymorph structures and they

show peculiar properties such as negative or zero thermal
expansion coefficients due to thermal expansion anisotropy
along different crystallographic orientations.5,6 For example,
average linear thermal expansion coefficient of b-spodumene
(LiAlSi2O6) is only 0.9 9 10�6 K�1 and b-eucryptite (LiAl-
SiO4) even has a negative average thermal expansion coeffi-
cient (–6.2 9 10�6 K�1).7 The low thermal expansion
property of LAS have wide range of commercial and techno-
logical applications, ranging from thermal shock-resistant
stove cooktop plates, telescope mirrors, to high-temperature
furnace windows.8

LAS glasses and crystalline materials also have been con-
sidered as solid-state electrolytes due to their high lithium
ion conductivity.9,10 Garcia et al. synthesized a series of
lithium ion conductors on the join Li4SiO4–Li5AlSi2O8 solid
solutions.11 The results showed that the highest conductivity
could reach ~3 9 10�5O�1 cm�1 at 100°C, and the variation
in conductivity with composition was due to changes in both
the conduction activation energy and the mobile ion concen-
tration. Welsch et al. performed diffusion and ionic conduc-
tivity studies on LiAlSi2O6 glass and it was found that the
lithium self-diffusivity in LiAlSi2O6 glass was very similar to
that in lithium silicate glasses.12 Despite wide range of experi-
mental studies, detailed understanding of the structure–prop-
erty relationship, especially on the ionic diffusion and
thermal mechanical behaviors, in LAS materials is still miss-
ing.

Molecular dynamics (MD) simulations have also been
used to study lithium containing silicate glasses. However,
most work so far focused on the binary lithium silicate sys-
tems,13–16 while studies on LAS ternary system are very lim-
ited. Li and Garofalini17 used MD simulations to investigate
the structure and the lithium ions diffusion behavior of
Li2O–Al2O3–SiO2 glasses with the same amount of SiO2 but
different R (mole ratio of Al2O3/Li2O) vales using a set of
pair potentials with three-body terms. Aluminum was found
to be mainly four coordinated and did not change with com-
position, which can be due to the usage of three-body poten-
tial on Al that constrained the aluminum ions to be four
coordination. The simulated results show that with the
increase of R, lithium ions alter from bonding to nonbridging
oxygen to bonding to the bridging oxygen in [AlO]4� tetrahe-
dra, and when R = 1, lithium ions has the lowest diffusion
energy barrier. Xiang et al.18 recently studied the sodium alu-
minosilicate glasses using MD simulations with partial charge
effective two-body potentials and compared the effect of
potentials on the generated structures of compositions rang-
ing from peralkali to peralumina. The results show that the
partial charge pairwise potentials work well for the alumi-
nosilciate system. The results also show that for the composi-
tion with Al/Na ration equals 1 and the peralkali
compositions, aluminum ions are mainly four coordinated,
while small amount of five coordinated Al are formed in per-
alumina compositions. Oxygen triclusters were found to exist
in the glasses as a charge compensation mechanism for high
coordinated aluminum ions. Narayanan et al.19 have devel-
oped a set of potentials in the framework of reactive force
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field (ReaxFF) for the LAS systems. This set of potentials
was shown to be able to correctly reproduce the relative sta-
bility of a-, b-, c-eucryptite (LiAlSiO4) polymorphs and the
mechanical properties of the crystals.19 However, the suitabil-
ity of these potentials to simulate the melting behaviors of
the crystals and glass formation is yet to be tested. Earlier
potentials for silicates utilized full ionic charges and, as a
result, three-body terms were required to reproduce the tetra-
hedron shapes of the glass former cation oxygen polyhedrons
(e.g. [SiO4]) building blocks. More recent potential develop-
ments20–22 showed that, when partial charges are used to
describe the partially covalent and partially ionic bonds in
silicates, effective pairwise potentials are capable of describ-
ing the structure and properties silicate and aluminosilicate
crystalline23,24 and glass systems.18,25–27 More complicated
potentials that include polarization, charge transfer, or many
body effect provide more accurate descriptions of interatomic
bonding, but they also have lower computational efficiency.
As a result, the partial charge-effective two-body potentials
were chosen to study the structure and thermal-mechanical
behaviors of LAS crystal and glass materials in this work.

The spodumene phase with the LiAlSi2O6 (or Li2O–
Al2O3–4SiO2) composition represents one of the most impor-
tant LAS crystalline phases. Natural spodumene is mostly
found as a-LiAlSi2O6 with C2/c symmetry (Z = 4;
a = 9.48 �A, b = 8.40 �A, c = 5.22 �A, b = 110°.28) In this
structure, silicon is in the center of tetrahedral sites and there
are two kinds of six coordinated sites, M1 and M2
[Fig. 1(a)]. The M1 sites are occupied by Al3+ and M2 by
Li+ ions.29 The high-temperature phase b-LiAlSi2O6 (Fig. 2)
belongs to the tetragonal space group P41212 (Z = 4;
a = 7.541 �A, c = 9.156 �A.30) Compared to a-LiAlSi2O6, both
Si4+ and Al3+ are fourfold coordinated and resides in oxy-
gen tetrahedrons in b–LiAlSi2O6, resulting a less densely
packed structure. The structure of b–LiAlSi2O6 can also
thought of as the three-dimensional network structure of sil-
ica made by corner-sharing [SiO4] tetrahedrons (in the struc-
ture of high-pressure keatite phase) with one-third of Si4+

being randomly replaced by Al3+ and each [AlO4]
� group

charge compensated by one Li+ ion.31.

In this work, we studied a, b-spodumene and the LiAl-
Si2O6 glass using classical molecular dynamics (MD) simula-
tions with a set of effective partial charge pairwise

potentials that have been used in a number of silicate and
alumionsilicate glass systems. The aim of these simulations
is gain better understanding of the structural differences in
the phases, the thermomechanical behaviors as a function of
temperature, and the influence of structure on lithium diffu-
sion behaviors. This paper is arranged as follows: MD simu-
lation details are introduced in the Section II, including the
potential model used here, how the crystal and glass struc-
tures are generated, and the methods used to calculated dif-
fusion properties and structural analysis. The results of
simulation are subsequently presented in the Section III.
Here, we first compared the structures of a-LiAlSi2O6,
b–LiAlSi2O6, and LiAlSi2O6 glass by analyzing the pair
distribution function and bond angle distribution data.
Then, we further deal with the diffusion properties derived
based on mean square displacement (MSD) calculations. In
the Section IV, discussions on the significance of these
results in understanding the ionic diffusion behaviors are
presented. Finally, in the section V, we summarized our
findings in this work.

II. Simulation Details

a–LiAlSi2O6, b–LiAlSi2O6, and LiAlSi2O6 glass were studied
using classic molecular dynamic (MD) simulations that per-
formed using the DL-POLY program.32 Simulation boxes
with a total number of 4000 atoms were used in the MD
simulation. The initial input structures of a–LiAlSi2O6

28 and
b–LiAlSi2O6

30 were from the Inorganic Crystal Structure
Database. The initial LiAlSi2O6 glass was generated by ran-
domly put atoms, with the experimental measured density
(2.374 g/cm3),33 in cubic simulation boxes. Then, the glass
structures were generated by the simulated melt and quench
process.

A set of partial charge pairwise potentials has been used
in all the simulations of this work, which is similar to the
widely used BKS and TTAM potentials.20 The charges of O,
Si, Al, and Li are assigned to �1.2, 2.4, 1.8 and 0.6, respec-
tively. Short-range potentials acting between pairs of atoms
include both repulsive (due to electron cloud overlap) and
attractive terms (due to Van der Waals or dispersion interac-
tion). The short-range interactions of the potentials have the
Buckingham form,

Fig. 1. Crystal structure of a–LiAlSi2O6.
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VðrÞ ¼ A � expð�r=qÞ � C=r6

where r is the distance between the two atoms and A, C, and
q are parameters. The parameters for this potential (as
shown in Table I) were initially fitted to both structure and
physical properties of various minerals.22,34 In the original
form of Buckingham potential, the energy diverges to nega-
tive infinity at small distances. To solve this problem, a
repulsion function V(r) = B/rn + Dr2 for the r values smaller
than rc was introduced to replace the original potential to
maintain repulsion at short distances. Here, rc is defined as
the r value where the third derivative of potential energy was
zero and B, n, and D are fitted parameters that make the
potential, force (first derivative of potential), and first deriva-
tive of force continuous from both functions at rc; hence, the
potential and force functions are smooth after the corrections.

Long-range Coulomb interactions were calculated using
the Ewald summation method. The Verlet Leapfrog algo-
rithm with a time step of 1 fs was used to integrate the equa-
tion of motion. The isothermal and isobaric ensemble (NPT)
with Berendsen thermostat and barostat was used in the sim-
ulations. After NPT run for 60 000 steps (a time range of
60 ps), a MD run with microcanonical ensemble (NVE) was
performed for another 60 000 steps to further equilibrate the
system at each temperature.

Tables II and III show the comparison of the structures
and properties of a–LiAlSi2O6 and b–LiAlSi2O6 calculated
using the potential parameters listed in Table I and those
from experiments. The results show that the cell parameters
and average bond distances from our simulation are in good
agreement with experiments. The calculated bulk modulus of
a–LiAlSi2O6 is 129.5 Gpa, which is quite closed to the aver-
age experimental value.35,36 The general good agreement with
the experiments on both the calculated structure and the

properties of a–LiAlSi2O6 and b–LiAlSi2O6 indicates that the
potential parameters work well for the LAS system.

Mean square displacements (MSDs) have been calculated
at different temperature to obtain the diffusion and dynamic
properties of the ions in crystals and glass, which is defined
as the distance ion travels over a time interval t averaged
over all ions of the same type, that is:

Fig. 2. Crystal structure of b–LiAlSi2O6.

Table I. Buckingham Potential Parameters22

Paris A (eV) q (�A) C (eV �A6)

Si2.4–O�1.2 13702.905 0.193817 54.681
Al1.8–O�1.2 12201.417 0.195628 31.997
Li0.6–O�1.2 41051.938 0.151160 0.0
O�1.2–O�1.2 2029.2204 0.343645 192.58

Table II. Comparison of Simulated and Experimental Cell
Parameters, Bond Distances, Bulk Modulus, Shear Modulus,

and Young’s Modulus for a–LiAlSi2O6

Simulation

(this work) Experimental

a (�A) 9.668 9.47928

b (�A) 8.403 8.40328

c (�A) 5.360 5.22328

a = c (°) 90 9028

b (°) 110.25 110.1428

Ave. Al–O distance (�A) 1.902 1.92328

Ave. Si–O distance (�A) 1.605 1.62228

Ave. Li–O distance (�A) 2.245 2.21428

Bulk modulus (Gpa) 129.5 116.8–146.135,36

Shear modulus (Gpa) 75.5 –
Young’s modulus (Gpa) 141.0/102.9/

132.3†
–

†For a, b, and c direction, respectively.

Table III. Comparison of Simulated and Experimental Cell
Parameters, Bond Distance, Bulk Modulus, Shear Modulus,

and Young’s Modulus for b–LiAlSi2O6

Simulation (this work) Experimental30

a = b (�A) 7.718 7.541
c (�A) 8.895 9.156
Ave. Al–O distance (�A) 1.656 1.643
Ave. Si–O distance (�A) 1.656 1.643
Ave. Li–O distance (�A) 2.015 2.081
Bulk modulus (Gpa) 102.5 –
Shear modulus (Gpa) 40.4 –
Young’s modulus (Gpa) 147.1/147.1/102.7† –

†For a, b, and c direction, respectively.
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\r2ðtÞ[ ¼ 1

n
h
Xn

i¼1

j riðtÞ � riðt0Þ j2i (1)

The NVE trajectories after NPT runs at each temperature
were recorded for MSD calculations. Specifically, after the
initial 20 000 steps equilibration with the NVE ensemble, the
following 200 000 steps (a time range of 200 ps) performed
with configurations recorded every 10 steps. At long enough
times, MSD exhibits a linear relationship versus time and
self-diffusion coefficients (D) were calculated from the linear
regime of the MSD versus time curve via the Einstein
equation:

D ¼ 1

6
lim
t!1

\r2 [
t

(2)

where <r2> is the MSD and t is the time.37 To ensure statisti-
cal meaningful results, MSD calculations are usually aver-
aged over the same type particles and over large number of
origins. In this work, we averaged over all lithium ions in the
system and 200 origins during MSD calculation.

Based on Arrhenius relationship of diffusion coefficient,
we got:

D ¼ D0 expð�DEa=RTÞ (3)

where Ea is the diffusion energy barrier, T is the temperature
in kelvin, and R is the gas constant. Take the logarithm on
both sides of the Eq. (3), it is obtained:

lnD ¼ lnD0 � DEa

RT
(4)

Therefore, the activation energy can be calculated from the
slop of the linear fitting of lnD relative to 1/T.

III. Results

(1) Short- and Medium-Range Atomic Structures in
Crystalline and Glass Spodumene
The structure analysis at room temperature was performed
for a- and b-spodumene, as well as those for the LiAlSi2O6

glass from MD simulations. Figure 3 shows a snapshot of
the simulated LiAlSi2O6 glass structure.

(A) Local Environment Around Si and Al: The local
structures around silicon and aluminum were well captured

by the pair distribution functions (PDF) (Fig. 4), bond angle
distributions (Figs. 6–8) as well as by the accumulation coor-
dination number of oxygen around silicon and aluminum
ions (Fig. 5) calculated from the models obtained by the MD
simulations. For all the three samples, silicon is 100% four
coordinated to oxygen [Fig. 5(a)] with an average Si–O bond
length of 1.61 �A, suggesting that the local structure around
silicon is not sensitive to the changes in structure. Al–O
PDFs of b–LiAlSi2O6 and LiAlSi2O6 glass have primary
peaks with similar amplitude and both located at ~1.77 �A.
Compared to Al–O primary peaks of b–LiAlSi2O6 and LiAl-
Si2O6 glass, the Al–O first peak of a–LiAlSi2O6 is broader
and with smaller amplitude. It is centered at larger r value
around 1.90 �A indicating a longer Al–O bond length. The
experimental Al–O distance for tetrahedral and octahedral
coordinated aluminum are 1.76 �A38 and 1.91 �A39, respec-
tively, confirming that the structures simulation agree well
with experiments. Figure 5(b) shows the accumulated coordi-
nation number of oxygen around aluminum ions, calculated
as the integration of partial pair distribution functions (T(r))
over pair distance r. Using the first minimum as the integra-
tion of pair correlation (2.60 �A for a–LiAlSi2O6, 2.20 �A for
b–LiAlSi2O6 and LiAlSi2O6 glass), the coordination numbers
of Al was found to be 4 in b–LiAlSi2O6 as well as in LiAl-
Si2O6 glass, and 6 in a-LiAlSi2O6. The increase in oxygen
coordination numbers around aluminum in a–LiAlSi2O6

indicating a much more compacted structure compared with
b–LiAlSi2O6 and LiAlSi2O6 glass.

It can be seen from Fig. 6(a) that the O–Si–O bond angle
distributions (BADs) for a–LiAlSi2O6, b–LiAlSi2O6, and
LiAlSi2O6 glass are quite similar. Peaks of the three BADs
are all centered around 109° while the intensity of the peak
decrease according to the order of a–LiAlSi2O6, b–LiAl-
Si2O6, and LiAlSi2O6 glass. The O–Al–O BADs are shown in
Fig. 6(b). There are two peaks in the O–Al–O BAD for
a–LiAlSi2O6: the major peak at 89° and the broad peak with
lower intensity at around 170°. This result reflects the six-
coordination states of aluminum ions in a-LiAlSi2O6 struc-
ture. For b–LiAlSi2O6 and LiAlSi2O6 glass, the O–Al–O
BADs are featured with peaks around 107°, proving the
tetrahedral coordination of aluminum ions in these two
structures.

For the understanding of how the aluminum oxygen poly-
hedrons are connected, we obtained the Al–O–Al BADs as
shown in Fig. 7. Al–O–Al BAD of a–LiAlSi2O6 shows a
peak at 96° indicating that the aluminum oxygen polyhe-
drons in a-LiAlSi2O6 structure are edge shared. Compared
with a–LiAlSi2O6, the Al–O–Al BAD peak of b–LiAlSi2O6

located around 140° is much broad. This suggested that
b–LiAlSi2O6 possesses the corner-sharing aluminum oxygen
polyhedral. There are two peaks in the Al–O–Al BAD of
LiAlSi2O6 glass: one centered at around 90° and the other at
around 120°. So, it can be known that both edge-sharing and
corner-sharing aluminum oxygen polyhedrons exist in the
LiAlSi2O6 glass structure.

The Si–O–Si BADs are shown in Fig. 8(a). There is only
one peak for each sample. a–LiAlSi2O6 has a peak centered
at 143° with the largest intensity. The Si–O–Si BAD peaks
for b–LiAlSi2O6 and LiAlSi2O6 glass centered around 155°
and 150°, respectively. Figure 8(b) shows the Si–O–Al BADs
for three samples. For a–LiAlSi2O6, there are two peaks in
the Si–O–Al BAD: one centered at 122° and the other cen-
tered at 150°. The Si–O–Al BAD peaks for b–LiAlSi2O6 and
LiAlSi2O6 glass centered around 148° and 133°, respectively.
It can be noticed that the Si–O–Al bond angle for b–LiAl-
Si2O6 and LiAlSi2O6 glass are smaller than their Si–O–Si
bond angles, which is because compared with Si4+, Al3+ has
smaller positive charge and thus also the smaller repulsion
between the cations.

(B) Local Environment Around Li: Figure 9 compares
the Li–O and Li–Li pair distribution functions of a–LiAl-
Si2O6, b–LiAlSi2O6, and LiAlSi2O6 glass. Bond lengths of

Fig. 3. Snapshot of the structure of LiAlSi2O6 glass from MD
simulations
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Fig. 4. (a) Si–O (b) Al–O pair distribution functions for a–LiAlSi2O6, b–LiAlSi2O6 and LiAlSi2O6 glass.

Fig. 5. Accumulation coordination number of (a) oxygen around silicon ions; (b) oxygen around aluminum ions for a–LiAlSi2O6, b–LiAlSi2O6

and LiAlSi2O6 glass.

(a) (b)

Fig. 6. (a) O–Si–O (b) O–Al–O bond angle distribution for a–LiAlSi2O6, b–LiAlSi2O6 and LiAlSi2O6 glass.
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Li–O obtained from Fig. 9(a) show that average Li–O bond
length in a–LiAlSi2O6 (2.245 �A) is larger than that in
b–LiAlSi2O6 (2.015 �A) and LiAlSi2O6 glass (2.005 �A). It can
be further known from the Fig. 10(a) that the lithium

coordination number of a–LiAlSi2O6 is 6 while the lithium
coordination number of b–LiAlSi2O6 and LiAlSi2O6 glass are
around 4. On the experimental side, Li ions were found to be
coordinated by four oxygen with an average Li–O bond
length of 2.081 �A for b–LiAlSi2O6 and lithium coordination
number of 8 with an average Li–O bond length of
2.214 �Awas found in a–LiAlSi2O6,

28,30 confirming the reason-
ability of corresponding results that got from our simulation.

Analysis of Li–Li pair distribution functions [Fig. 9(b)]
can be used to predict clustering formation of lithium ions.
The Li–Li pair distribution function of a–LiAlSi2O6 has the
first peak at around 5.10 �A, which is corresponding to the
nearest Li–Li distance. The existence of distinct peaks at over
10 �A suggests that the lithium is distributed in a very ordered
manner in a–LiAlSi2O6 crystalline structures. However, in
b–LiAlSi2O6 and LiAlSi2O6 glass, Li–Li pair distribution
functions are very broad and less intensive, indicating that
the lithium distributions in these two structures are much
more random. Figure 10(b) shows that the Li–Li coordination
number of a–LiAlSi2O6 was steady around 8 at the cut-off
range of 5.89 �A. While for b–LiAlSi2O6 and LiAlSi2O6 glass,
the Li–Li coordination numbers keep increasing and do not
show any plateau at certain cut-off range. Comparing the
Li–Li coordination number for b–LiAlSi2O6 and LiAlSi2O6

glass, it can be noticed that the line representing LiAlSi2O6

glass is always above that for b–LiAlSi2O6. This result

Fig. 7. Al–O–Al bond angle distribution for a–LiAlSi2O6,
b–LiAlSi2O6, and LiAlSi2O6 glass.

(a) (b)

Fig. 8. (a) Si–O–Si and (b) Si–O–Al bond angle distribution for a–LiAlSi2O6, b–LiAlSi2O6, and LiAlSi2O6 glass.

Fig. 9. (a) Li–O (b) Li–Li pair distribution functions for a–LiAlSi2O6, b–LiAlSi2O6, and LiAlSi2O6 glass.
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indicates that the probability to find other lithium ions
around a given one at shorter distance in LiAlSi2O6 glass is
higher than the corresponding probabilities in b–LiAlSi2O6.

(C) Cation–Cation Distribution: The comparison of
the Li–Al, Li–Si, Al–Si, and Al–Al pair distribution functions
among a–LiAlSi2O6, b–LiAlSi2O6, and LiAlSi2O6 glass is

shown in Fig. 11. The general trend from all these cation–
cation pair distribution functions is that the quantity, inten-
sity, and sharpness of peaks are decreased in the sequence of
a–LiAlSi2O6, b–LiAlSi2O6, and then LiAlSi2O6 glass. Unlike
in a–LiAlSi2O6 structure where all the atoms are arranged in
an ordered way, position of aluminum in b–LiAlSi2O6 is not

Fig. 10. Accumulation coordination number of (a) oxygen around lithium ions; (b) lithium around lithium ions for a–LiAlSi2O6, b–LiAlSi2O6,
and LiAlSi2O6 glasses

Fig. 11. Cation–Cation pair distribution functions for (a) Li–Al (b) Li–Si (c) Al–Si (d) Al–Al of a–LiAlSi2O6, b–LiAlSi2O6, and LiAlSi2O6

glass.
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fixed. They take 1/3 of the tetrahedral sites at random and
the other 2/3 sites are occupied by silicon. Due to such ran-
domness introduced in the structure, b–LiAlSi2O6 shows
overall similar behaviors of PDFs as compared to the LiAl-
Si2O6 glass.

The Al–Al pair distribution functions [Fig. 11(d)] shows
that b–LiAlSi2O6 has the largest Al–Al distance, indicating
that when aluminum takes the 1/3 tetrahedral sites randomly,
they will try to avoid to get too close with each other. As the
aluminum is sitting at the tetrahedral site in b–LiAlSi2O6,
each [AlO4]

� need to be charge compensated by a Li+. So,
from Fig. 11(a), we can notice that the Al–Li distance for
b–LiAlSi2O6 is the smallest one with a value of 2.59 �A.

(2) Melting Behaviors of the Three Phases
For visualization and better understanding of the simulated
melting process, structure change of b–LiAlSi2O6 during the
increase in temperature is shown in Fig. 12 as a representa-
tion. Figure 13(a) and (b) show the volume and configura-
tional (or potential) energy change of three samples during
the temperature rise process using constant ambient pressure
simulations, respectively. The temperature was increased
from 300 to 500 K and then gradually to 4500 K with an
interval of 500 K. While around the phase transition point
(glass transition temperature and crystal melting tempera-
ture) for each sample, additional temperatures with a smaller
interval of 100 or 200 K were used to get detailed informa-
tion of volume and energy changes around the transition. At
each temperature, 20 000 steps (a time range of 20 ps)

equilibration with the NPT ensemble were performed with a
time step of 0.5 fs. The volumes of all three samples keep
expansion with temperature suggesting an overall positive
thermal expansion coefficient in the three systems. At low
temperature range (300–2000 K), b–LiAlSi2O6 and LiAlSi2O6

glass have similar volume change while a–LiAlSi2O6 has
much small volume change, suggesting a lower thermal
expansion coefficient in the latter. At the temperature range
of 2000–3000 K, both a–LiAlSi2O6 and b–LiAlSi2O6 go
through a sudden change in volume and configurational
energy. The abrupt change in volume as well as configura-
tional energy for a–LiAlSi2O6 happens between 2700 and
2800 K, indicating that the melting temperature of a–LiAl-
Si2O6 lies between these two temperatures. Similarly, the
melting temperature of b–LiAlSi2O6 can be determined as
between 2900 and 3000 K, showing that b–LiAlSi2O6 as a
high-temperature phase also has a calculated melting temper-
ature which is about 200 K higher than that of the low tem-
perature a–LiAlSi2O6 phase. For LiAlSi2O6 glass, not
surprisingly, instead of an abrupt change in volume, there is
only a gradual increase in volume at this temperature range
since melting temperature for glass or amorphous phase is
not a fix value. As the temperature keeps increasing, all the
three samples are melted and share the same volume of the
melt phase, indicating that the simulation scheme correctly
reproduce the melt behavior although they start from very
different initial cell parameters and atom positions. It is
worth pointing out that the experimental melting tempera-
ture of b–LiAlSi2O6 is around 1703 K,40 which is about
1000 K lower than the one determined from MD

Fig. 12. Structure change of b–LiAlSi2O6 as the temperature increases.

Fig. 13. (a)Volume (b) Configurational energy changes of a–LiAlSi2O6, b–LiAlSi2O6 and LiAlSi2O6 glass unit formula (LiAlSi2O6) as the
temperature increases.
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simulations. The main reason of this difference is due to the
fact that the melting temperature is not one of the fitting
parameters for the potential development and this can be
corrected by the adjusting the partial charge values and
short-range interaction parameters.26 Additionally, the melt-
ing process in the simulations represents a mechanical melt-
ing process where three-dimensional periodic boundary
condition is applied throughout the simulation process while,
in practice, melting usually starts from free surfaces or other
defects such as grain bondaries.41,42

Based on the above volume change data [Fig. 13(a)], vol-
ume thermal expansion coefficients can be easily achieved
and the calculated result for b–LiAlSi2O6 is 1.43 9 10�5,
which is an order of magnitude lager than the experimental
measured value (2.32 9 10�6).43 The reason of this difference
can be explained by the difference of experimental and simu-
lated linear thermal expansion coefficients. Although the sim-
ulated and experimental coefficients of linear thermal
expansion (CTE) are very similar along c axis of around
6 9 10�6, the experimental CTE of b–LiAlSi2O6 along a axis
is negative (as shown in Table IV). This anisotropy of ther-
mal expansion led to the averaged low volume expansion in
b–LiAlSi2O6 glass–ceramics. While in MD simulation, the
CTE of b–LiAlSi2O6 along a and c axes tend to be same,
i.e., suggesting an isotropic behavior. This might be due to
the empirical potential used for the simulations. More com-
plicated potentials that take into account for the polarizabil-
ity such as those use shell model44 or charge transfer such as
the reactive force field (ReaxFF)45 might help to reproduce
the trend of the thermal expansion of the crystals; however,
other general structure features obtained using the current
potentials should still be valid.

(3) Lithium Ion Diffusion in the Three Structures
The MSDs were calculated from NVE trajectories to quan-
tify the lithium diffusion behavior of a–LiAlSi2O6, b–LiAl-
Si2O6, and LiAlSi2O6 glass. All the lithium ions in each
simulated structure were used and averaged over large num-
ber of origins to obtain statistically meaningful results.24 Fig-
ure 14 shows the logarithm scale of MSDs for lithium ions
in LiAlSi2O6 glass which can be classified into three charac-
teristic regions.46 The first region is a ballistic region for
short times where MSD is proportional to t2. This is fol-
lowed by a flat region in between ballistic region and diffu-
sion region. The plateau becomes more pronounced as the
temperature decreases.47 The last region is a diffusion region
for long times where MSD is proportional to t. This long-
time diffusion stage was used to calculate the self-diffusion
coefficients by evaluating the slope of MSDs versus time

based on Einstein’s equation, D ¼ 1
6 limt!1 \r2 [

t .
Figure 15 shows the lithium diffusion coefficients of three

samples as a function of temperature. A temperature range
of 2000–3700 K was chosen here since there is no obvious
diffusion of lithium within 100 ps was observed in the a–
LiAlSi2O6 under 2000 K. As can be seen from Fig. 15, the
lithium diffusion in a–LiAlSi2O6 shows a two-range Arrhe-
nius behavior. The lithium activation energy barriers for
these two ranges are 1.00 eV for 2000–2700 K and 0.61 eV
for 3000–3700 K (Table V). For easier comparison, the
lithium diffusion properties of b–LiAlSi2O6 and LiAlSi2O6

glass are also shown here. It can be seen that at the higher
temperature range (3000–3700 K), these three samples

become liquid and the melt phase has almost identical
lithium diffusion coefficients as well as diffusion energy
barriers.

Considering that b–LiAlSi2O6 and LiAlSi2O6 glass show
much similar diffusion behavior in the whole investigated
temperature range of 800–3700 K, we further compared the
diffusion coefficients of these two samples in Fig. 16. It is
found that both b–LiAlSi2O6 and LiAlSi2O6 glass have a
two-range Arrhenius behavior. For temperature between 800
and 1450 K, the fitting results shown in Table V give a
lithium diffusion energy barrier of around 0.50 eV for b–

Table IV. Coefficient of Linear Thermal Expansion of

b–LiAlSi2O6

a Along a axis Along c axis

Simulation (this work) +5.66 9 10�6 +5.66 9 10�6

Experimental37 �2.02 9 10�6 +6.45 9 10�6

Fig. 14. Lithium mean square displacements in LiAlSi2O6 glass.

Fig. 15. Li ions diffusion coefficients in a–LiAlSi2O6, b–LiAlSi2O6,
and LiAlSi2O6 glass for 2000–3700 K.

Table V. Diffusion Energy Barriers in eV for Lithium

Aluminosilicate Crystals and Glasses

Samples Ea (eV) Temp. range (K)

a–LiAlSi2O6 1.00 2000–2700
0.61 3000–3700

b–LiAlSi2O6 0.50 800–1450
0.57 2000–3700

LiAlSi2O6 glass 0.48 800–1450
0.62 2000–3700
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LiAlSi2O6 and 0.48 eV for LiAlSi2O6 glass. Although the dif-
fusion energy barriers in this lower temperature range for
these two samples are quite similar, the diffusion coefficients
for LiAlSi2O6 glass are slightly higher than that for b–LiAl-
Si2O6. For temperature range 2000–3700 K, the lithium diffu-
sion energy barrier is about 0.57 eV for b–LiAlSi2O6 and
0.62 eV for LiAlSi2O6 glass and the diffusion coefficients of
these two samples are quite close.

IV. Discussion

The structure of a–LiAlSi2O6 is quite ordered as shown from
the pair distribution function (PDF) (Figs 9 and 11) results
where distinct peaks existed over 10 �A range. Those peaks in
PDFs are sharp and with high intensity and is quite different
from that for b–LiAlSi2O6 and LiAlSi2O6 glass. In b–LiAl-
Si2O6, the position of aluminum is not fixed, they take 1/3 of
the tetrahedral sites at random, and lithium ions tend to
associate with alumina tetrahedron as a charge compensator.
Due to the uncertain of the atom positions, the structure of
b–LiAlSi2O6 is much less ordered and has some similarities
with LiAlSi2O6 glass. In both b–LiAlSi2O6 and LiAlSi2O6

glass, aluminum is four coordinated and the distribution of
lithium ions in these two structures are also quite similar.

The diffusion coefficients of lithium in a–LiAlSi2O6 are
very low (much lower than the beta and glass phase) at low
temperatures (below 2000 K in simulations). The low diffu-
sion coefficient in the alpha phase can be understood by the
more compact structure in the alpha phase and well-defined
lithium site (M2) and the lack of defects to assist the diffu-
sion. In real materials, a–LiAlSi2O6 may contain various
kinds and amounts of impurities and vacancies that can
assist lithium ion diffusion and change the mobility of
lithium in the crystals. As the temperature increase to 2000–
2700 K, lithium ions in a–LiAlSi2O6 are now movable. How-
ever, compared with b–LiAlSi2O6 and LiAlSi2O6 glass,
a–LiAlSi2O6 still exhibits the lowest diffusion coefficients,
which is not surprising considering its close-packed structure
and the largest Li–Li sites distance among these three sam-
ples. The experimental diffusion energy barriers derived from
ionic conductivity for single crystal a–LiAlSi2O6 are 1.04 eV
perpendicular to c-axis and 0.89 eV along the c-axis.33 Our
simulation result gives an average diffusion energy barrier
value around 1.00 eV, which is good agreement to the experi-
mental results. If we continue to increase the temperature to
above 3000 K where all three samples are become melts, the
lithium diffusion properties become the same.

Contrary to a–LiAlSi2O6, b–LiAlSi2O6 crystals have much
more open three-dimensional network structure which offers
possible interstitial sites for lithium ion diffusion. Thus,
lithium interstitial diffusion is proposed to be the dominant
mechanism for charge transfer in b–LiAlSi2O6. Considering
the nature of glass and the similar density value with b–LiAl-
Si2O6, it is reasonable to assume that lithium migration in
LiAlSi2O6 glass takes place by a similar process to that in b–
LiAlSi2O6 crystals.

48 The exact mechanism of alkali ion diffu-
sion in glasses are still a matter of debate, but it is generally
believed that alkali ions and NBO segregate and form chan-
nels as in the structure picture of modified random network
model.49,50 Alkali ions are generally considered to diffuse
through the vacancy model (instead of the interstitial model
as alkali ions are integral part of the glass structure). More
detailed analyses of the MD trajectories in this work can
shed light on the diffusion mechanism of lithium ions in dif-
ferent phases and will be reported in future studies. The
results from this work clear show that lithium ions have simi-
lar diffusion behavior to the more open beta LiAlSi2O6 phase
than the alpha counterparts.

For temperature between 800 and 1450 K, the simulation
results give a lithium diffusion energy barrier of around
0.50 eV for b–LiAlSi2O6 and 0.48 eV for the LiAlSi2O6 glass.
These values are slightly lower compared to the ones deter-
mined from conductivity measurements at room temperature
which yielded 0.71 eV for b–LiAlSi2O6 and 0.61 eV for LiAl-
Si2O6 glass. While in both simulation and experimental
results, when compared with b–LiAlSi2O6, the LiAlSi2O6

glass always exhibits a lower diffusion energy barrier and
higher diffusivity. The reason may be that in glass, there are
more sites which can host lithium and only slightly differ in
bonding energy, so the division between interstitial sites and
regular sites of lithium in glass structure is not as sharp as
that in crystal structure.51 In addition, it can be known from
Figs 9(b) and 10(b) that the average distance between
lithium and lithium ions in LiAlSi2O6 glass is smaller than
that in b–LiAlSi2O6, which is also a possible reason for the
larger lithium diffusion coefficients for LiAlSi2O6 glass.

V. Conclusions

Molecular dynamics simulations with effective partial charge
potentials have been used to understand the structural, ther-
mal mechanical, and diffusion behaviors of spodumene
(LiAlSi2O6) crystalline phases and glasses. It was found that
b–LiAlSi2O6 has a structure much closer to the glass phase.
For example, aluminum ions in the LiAlSi2O6 glass are
mostly four coordinated with the Al–O bond distance being
around 1.77 �A, which resembles those in b–LiAlSi2O6, but
different from a–LiAlSi2O6 where aluminum is six coordi-
nated and has a longer Al–O distance of 1.90 �A. Overall,
b–LiAlSi2O6 as a solid-solution phase still possesses relatively
ordered structure as compared with LiAlSi2O6 glass. One dis-
tinctive feature that differs in the two materials is that all the
[AlO4]

� tetrahedrons in b–LiAlSi2O6 are connected through
corner-sharing, while both edge-sharing and corner-sharing
aluminum oxygen polyhedrons are founded in the simulated
LiAlSi2O6 glass structures.

Lithium diffusion properties derived from the MSDs show
that at the low temperature range (800–1450 K), the LiAl-
Si2O6 glass has similar but slightly lower lithium ion diffusion
energy barrier and higher lithium ion diffusion coefficients as
compared with b–LiAlSi2O6, while essentially no lithium dif-
fusion was observed in a–LiAlSi2O6 until the temperature
was increased to 2000 K. The diffusion behaviors were found
to be closely related to the atomic structures: random substi-
tution of Al for Si in the relatively open Si–O network in
b–LiAlSi2O6 creates multiple sites and channels for charge
compensating lithium ions which lead to high lithium ion dif-
fusion even at low temperature; the lithium alumionsilicate
glass structure, on other hand, provides free volumes that

Fig. 16. Li ions diffusion coefficients in b–LiAlSi2O6 and LiAlSi2O6

glass for 800–3700 K.

2832 Journal of the American Ceramic Society—Ren and Du Vol. 99, No. 8



lithium ions can diffuse through the vacancy mechanism; the
a–LiAlSi2O6 phase, however, has a more close-packed struc-
ture and higher density than the other two phases. When no
defects introduced to provide a diffusion mechanism, lithium
shows minimum diffusivity in this phase.

The current MD simulations using the effective partial
charge pairwise potentials generated consistent structure fea-
tures and trends of lithium ion conductivity and energy bar-
riers. However, there are several notable differences as
compared to experimental values: for example, the melting
temperature of b–LiAlSi2O6 determined from MD is about
1000 K higher than the experimental value; also, the negative
thermal expansion along the a (or b) axis in b–LiAlSi2O6 was
not reproduced. These point the direction of improvement of
the current potential models.
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Ab initio Molecular Dynamics Simulations of the Hydroxylation of
Nanoporous Silica

J.M. Rimsza, and Jincheng Du†

Department of Materials Science and Engineering, University of North Texas, Denton, Texas 76203

Accurate information on the interactions between water and

silica is critical to the understanding of its properties including
mechanical strength under stress and long-term chemical dura-

bility of silica and silicate glasses. In this study, interactions

between water and nanoporous amorphous silica models were

investigated using density functional theory (DFT) based
ab initio molecular dynamics (AIMD) simulations which accu-

rately describe bond breakage and formation as well as chemi-

cal reactions. AIMD simulations up to 30 ps were performed

for systems containing water and nanoporous silica with a wide
range of porosities (31%–67%). Partial removal of defects,

such as two-membered rings, was observed during the AIMD

runs whereas more reactive coordination defects were removed

during the initial geometry optimization. The limited two-mem-
bered ring removal can be attributed to restricted water-defect

movement or the increased stability of rings located on concave

surfaces. Two-membered ring removal mechanisms included the
formation of an overcoordinated silicon (Si5) intermediate

defect from the dynamic simulations. Si5 defects continued to

develop throughout the simulations, indicating a thermody-

namic drive for two-membered ring removal which is kinetical-
ly limited. Changes in the electronic structures, such as atomic

charges, and bond length-bond angle correlation functions were

monitored during the hydroxylation process.

I. Introduction

I NTERACTIONS and reactions between silica and water are
commonly occurring in natural systems and has many

implications in science and technology fields. For example,
water–silica interactions have been widely considered to be
the cause of hydraulic weakening of minerals, as well as in
silica or silicate glasses.1,2 The stress corrosion of glasses,
which determines its long-term mechanical properties, is due
to the chemical reaction of water molecules from the envi-
ronment with silicate glasses at the crack tips. Understanding
silica and silicate glass–water interactions is also critical as
vitrification is widely accepted for the disposal of medium
and high level nuclear waste materials, a scenario where the
stability of the host glass material is paramount to avoid
leeching of nuclear waste into the surrounding systems.3–5

The dissolution rate of glass waste forms in ground water
determines its long-term stability in geological environments
and ultimately its effectiveness.5 Detailed mechanistic under-
standing of water–silica interactions will lead to more accu-
rate prediction of the behaviors of vitrified nuclear wastes
during geological long-term storage.

Reaction of water with silica involves the breakage of
Si–O–Si (siloxane) linkages and formation of silanol groups
described by the following equation6:

Si�O� SiþH2O!Si�OHþHO� Si (1)

The energy barrier of the reaction depends on the Qn spe-
ciation, that is, number of bridging oxygen, “n”, per [SiO4]
tetrahedron and the stress state (and hence bond length) of
Si–O bonds. At a crack tip where the Si–O bonds are under
stress, the reaction has a lower energy barrier. Similarly, on
fresh surfaces where highly strained two-membered rings,
described as a set of edge rather than corner sharing [SiO4]
tetrahedron, exist the reaction barrier is lower as compared
to unstrained Si–O bonds in larger rings. Not only does the
short-range structure play a role on the reactivity of Si–O
bonds, the medium-range structure such as Qn speciation also
plays a role on the water–silica reaction barrier.

The activation energies for silica dissolution in water have
been investigated through both experimental and computa-
tional methods. Experimentally, Icenhower and Dove investi-
gated the changing dissolution rates of quartz at varying
temperatures and identified the activation energy for dissolu-
tion of silica in water as 74.5 � 1.4 kJ/mol (0.77 eV) through
the analysis of the reaction kinetics.7 An energy barrier of
0.77 eV is well within the activation energy range reported
by other experimental research groups of 60.9–89.0 kJ/mol
(0.63–0.92 eV).7 Computational work by Kagan et al. used
MD simulations to investigate the dissolution of a silica sur-
face when in contact with water and calculated the activation
energies for the breakage of siloxane bonds of Qn species
(meaning [SiO4] tetrahedron with n bridging oxygen) using
the potential of mean force method.6 Kagan et al. reported
the limiting step in the dissolution reaction of silica as the
Q3?Q2 or Q2?Q1 step in the dissolution process with an
energy barrier of around 14 kcal/mol (0.61 eV), whereas the
Q1?Q0 and Q4?Q3 transitions exhibiting lower energy bar-
riers of ~13 kcal/mol (0.56 eV) and 11 kcal/mol (0.48 eV),
respectively.6 As the bond angles present in two-membered
experience significant strain, measured as 1.38 eV/ring on a
b-cristobalite surface, it is expected that energy barriers
would be even lower for these ring defects.8

Two-membered ring defects on silica surfaces have been
identified in experiments using both secondary ion mass spec-
troscopy9,10 and 29Si DAS NMR (dynamic angle spinning
nuclear magnetic resonance).11,12 The investigation of two-
membered ring hydroxylation performed by D’Souza and
Pantano was under ultrahigh vacuum conditions.10 To create
the ring structures the surface was fractured in high vacuum
and the dangling oxygen bonds (NBO) and undercoordinated
silicon (Si3) from freshly fractured surface bonded to form
two-membered rings, as no hydrogen or water were available
to form silanols. The generation of the silanol groups on
freshly fractured silica surfaces under lower vacuum condi-
tions have been identified, but measuring their reaction rate
has proven to be more complex.9 Two hydroxylation rates
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were identified for the hydroxylation and dehydroxylation
behavior of silica fracture glass surfaces.9

The first was a reaction governed by first-order kinetics
and characterized by fast reaction times, anticipated to be
the result of the annihilation of two-membered ring defects.9

In contrast, the second stage of the reaction was much slower
and is hypothesized to be the result of bond breakage in
three-membered rings, resulting in slower reaction rates.9

Three-membered rings exhibit more constrained bonds as
compared to larger rings, although not as reactive compared
to two-membered rings, and this has been shown in Si–O–Si
bond angles obtained from 29Si DAS NMR: 127° for three-
membered rings as compared to 147° for five-membered
rings.11 While the work by D’Souza and Pantano provides
insight into the hydroxylation rate,9,10 the techniques and
methods used cannot probe the reaction mechanisms and fast
reactions rates of two-membered ring removal, demonstrat-
ing the role which computational methods can play in further
investigating silica hydroxylation.

In addition to experimental investigations, classical and
first principles simulations have been widely used to study
water–silica reactions. These simulations complement the
experimental efforts where study of the water–silica reactions
is challenging due to the complexity of the bulk amorphous
structure, the short-time frame of the reactions, and the lack
of methods available to quantify the reactant/product speci-
ation. While significant interest and work has been invested
in the development of molecular dynamics (MD) force
fields, which have been effective in describing the structure
and properties bulk silica, first principles calculations pro-
vide advantages for analyzing water–silica reactions, espe-
cially when significant bond breakage and formation is
anticipated.13,14 Garofalini and coworkers have developed
force fields for the water–silica systems which can be used
to study the hydroxylation of silica in relatively large sys-
tems, whereas DFT calculations were used extensively to
provide fitting variables and validations of the simulation
results.15,16 Van Duin and coworkers have developed Reac-
tive Force Field which is capable of describing the chemical
reactions and has been used to study the water/silica inter-
faces but focused on large scale dynamics.17 Even these
force fields are often developed by fitting to first principles
energetic data and are capable of simulating large systems,
their validity in simulations, especially when simulating reac-
tions of complex systems, usually needs to be carefully
benchmarked with first principles calculations. Thus dynam-
ics simulations based on first principles Density Functional
Theory (DFT) will provide accurate reaction pathways and
unambiguous reaction mechanisms of water/silica interac-
tions. Ever increasing computational efficiency of DFT algo-
rithms and computing power of parallel computers also
makes ab initio molecular dynamics (AIMD) simulations of
systems with a few hundred atoms possible. There are large
number of publications in the literature employing computa-
tional methods to study water–silica interactions. For exam-
ple, silica surfaces/water interfaces were studied using
classical MD16,18–20 and ab initio methods21–24; in addition,
nano confined water,25 hydrophobic surfaces,26 and bio
glass–water interactions27 have also been studied using dif-
ferent simulation methods. Long-term dynamics simulations
of water/silica interaction using AIMD is still missing in the
literature. These results will otherwise be highly valuable for
mechanistic understanding of the water interaction and can
serve as model data for classical simulations using empirical
potentials.

Despite large number of studies of water–silica interactions
including hydroxylation of silica, the detailed reaction mech-
anism of water with silica is relatively unstudied. For
instance, Masini and Bernasconi, who investigated reaction
mechanisms, did not allow the reaction to naturally develop
during their simulations.24 Likewise, work by Du and Cor-
mack artificially formed the silanol bonds and measured the

secondary energetic effects.20 Even recent work by Kagan
et al. placed water molecules in an ideal configuration to
cause breakage of unstrained siloxane bonds.6 Lopez et al.
used DFT to study H2 interactions with two-membered rings
and manually added hydrogen atoms into the system to
avoid bond breakage concerns with cluster calculations.28

Tilocca and Cormack investigated the interaction of two-
membered rings in 45S5 bioglass with water using CPMD
(Car-Parrinello molecular dynamics) simulation methods by
placing water molecules adjacent to two-membered ring sites
to facilitate reactions.27 One exception is work by Du et al.
who performed analysis of two-membered ring dissolution
using mixed quantum mechanical and molecular mechanical
(QM/MM) simulations to investigate the natural hydroxyl-
ation process without placing atoms to facilitate two-mem-
bered ring removal.22,23 The results were shown to be
sensitive to the portion of the surface which is treated with
quantum mechanics, with increasing quantum mechanical
treatment resulting in lowering of energy barriers, especially
compared to cluster calculations.22 While placement of water
molecules and constrained dynamics facilitate the reactions,
few studies investigate the direct dynamic simulations of
water–silica interactions.

In this study, we have studied the interaction of water-
amorphous silica with different porosities by using AIMD
simulations. The investigation focuses on the natural reaction
pathways without presetting the initial configuration through
relatively long AIMD simulations. The effect of porosity of
amorphous silica on water–silica reaction behaviors was
investigated. In particular, the hydroxylation process and
associated atomic and electronic structural changes, reaction
pathways for surface defect sites such as two-membered rings
and coordination defects are studied in detail.

This study begins with a discussion of the computational
methodologies employed, followed by an analysis of the
hydroxylation process of silica including extensive structural
and mechanistic analysis (charge analysis, reaction rates,
two-membered ring concentrations, and bond angle-bond
distance correlations). Finally, a discussion and conclusions
are presented.

II. Methodologies

Two different computational methods, classical MD with
effective partial charge empirical potentials and DFT based
AIMD simulations, were employed in this work to generate
nanoporous amorphous silica structures and study the
water–silica interactions, respectively.20 The development of
the nanoporous silica structure was performed using classical
MD methods implemented in the DLPOLY 2.20 code and
has been previously described.29,30 The simulations of the
water–silica interactions were modeled using Gaussian type
localized basis set periodic DFT-based AIMD simulations
implemented in the CP2K code. CP2K has been shown to
provide accurate descriptions and computationally effective
for insulating materials and water containing systems.31

(1) Nanoporous Silica Structure Generation
Nanoporous amorphous silica structures were generated
using the lattice expansion method for a system of ~100
atoms, with the consideration of a system that is large
enough to represent the amorphous structure and feasibility
of computationally intensive AIMD simulations in subse-
quent studies of water/silica interactions.32,33 The protocol
begins with a 99 atom bulk silica structure with experimental
density of 2.2 g/cc, which was generated through a melt and
quench procedure using classical MD with a partial atomic
charge pair wise potential with short-range interactions in
the Buckingham form described by Du and Cormack.34 Lin-
ear lattice expansion was used followed by several relaxation
steps to generate porous structures. In this method, all
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atomic positions scaled with simulation box length increases
around 20%, stepwise for each level of porosity. The lattice
expansion results in artificial Si–O bond breakages which
were restored after relaxations in MD simulations with
canonical (NVT) ensemble where the number of atoms (N)
and the volume (V) are geometrically constrained along with
temperature (T) control at 300 K through the application of
a Nos�e–Hoover thermostat. The resulting nanoporous silica
systems included voids scattered throughout the structure,
producing the randomized porosity. For the generation of
nanoporous silica systems at higher porosities the expansion
process is repeated after each NVT relaxation to develop sys-
tems with porosities between 30% and 70%, specifically sets
of 31%, 42%, 52%, 60%, and 67% nanoporous silica sys-
tems. In the nanoporous silica systems, the porosity is the
free volume added to the system through the lattice expan-
sion and is described by following equation30:

V� V0

V
¼ Pð%Þ (2)

with V as the volume of the nanoporous silica structure and
Vo is the volume of the dense silica system. The porosity
range studied here was selected to be consistent with porosity
ranges reported experimentally for nanoporous silica gener-
ated through plasma-enhanced chemical vapor deposition
and sol–gel techniques.30 Though the system size of silica
used in this study is only ~100 atoms (total number of atoms
are 300–400 atoms with water molecules in AIMD simula-
tions), the same procedure was used to reproduce much lar-
ger systems (with several thousand atoms), and it is expected
that the systems used here will replicate the porous structures
of the larger systems, though the pore size will be inherently
limited by the system size. For a more detailed discussion of
the structure of the nanoporous silica and their comparison
to experiment the reader is directed to Ref. [30]. Additional
relaxation was performed on all the porous structures under
isothermal and isobaric conditions (NPT) to develop a
relaxed nanoporous silica system at ambient pressure. A
detailed discussion of the role of the relaxation steps and
analysis of the resultant nanoporous silica structure is
included in Ref. [30]. To ensure accurate statistical analysis
of the structures all simulations were performed in triplicate
with different initial bulk silica structures and all reported
standard deviations are equal to the standard error:

SE ¼ sffiffiffi
n

p (3)

where SE is the standard error, s is the standard deviation of
the measurement and n is the number of unique systems.

Due to the tortuosity of the nanoporous silica systems gen-
erated using the protocol described above, a series of flat sur-
faces were also produced to provide comparative systems. Flat
surfaces were created by using the initial dense silica systems
and adding 10 �A of vacuum in the z-direction through adjust-
ment of the periodic boundary conditions. The addition of the
vacuum layer effectively sliced through the system, creating the
flat surfaces. Five unique surfaces were generated and under-
went further geometry optimization using the first principles
DFT methods described in Section II(2) to remove the high-
energy sites before water was introduced to the surface.

(2) Water–Nanoporous Silica Interactions
Water was introduced into the system by generating a box of
water molecules at a density of 1.0 g/cc and overlapping the
pure water system with the nanoporous silica structure. Any
water molecules which were within 1.0 �A of the silica struc-
ture were removed to ensure that they did not inadvertently

create high-energy sites within the system. Due to increasing
free space in the porous systems with increasing porosity the
number of water molecules added to the systems varied
between 20 � 2 molecules at 31% porosity to 85 � 3 mole-
cules at 67% porosity. The standard deviation in the number
of molecules added arises from the variability in the porous
structure, which results in a slight changes in the number of
water molecules which can be introduced into the system. Ini-
tially, a geometry optimization within DFT was performed
for 500 steps to remove high-energy strained sites which arise
from the introduction of water.35 Following the geometry
optimization under DFT Born–Oppenheimer AIMD run was
performed for 30 ps (30 000 steps with 1 fs time step) at
300 K in a canonical (NVT) ensemble. The temperature was
controlled by a Nos�e–Hoover thermostat. Periodic boundary
conditions and a time step of 1.0 fs were also employed.
DZVP basis sets and a generalized gradient approximation
functional of the BLYP form were implemented.36 Snapshots
of the hydroxylated nanoporous silica systems before and
after the inclusion of water are included in Fig. 1.

(a)

(b)

Fig. 1. Snapshot of 42% nanoporous silica systems (a) unhydrated
and (b) hydrated. Red is oxygen, yellow is silicon, and white is
hydrogen.
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III. Results and Discussion

(1) Water–Silica Reaction Mechanisms
The first principles MD simulations performed in this work
provide an excellent opportunity to investigate mechanisms
of water–silica reactions, especially internal surface defect
removal, when the system is in contact with water. The coor-
dination defects present in silica have the highest energy and
the largest energetic drive for removal. These included non-
bridging oxygen (NBO), described by an oxygen atom
bonded to only one silicon atom, three-bonded oxygen, an
oxygen atom bonded to three silicon atoms, under bonded
silicon (Si3), a silicon atom which is bonded to only three
oxygen, and an overcoordinated silicon (Si5), where a silicon
atoms is bonded to five oxygen. The removal of the coordi-
nation defects is fast and the majority of such defects were
removed during the initial geometry optimization step before
AIMD simulations. In the case of the NBO defects, a water
molecule donates a hydrogen to terminate the bond and the
remaining OH- may experience limited localized diffusion
before receiving a proton via hydrogen hopping to complete
the water molecule.16,17 In the case of Si3 defects, an OH�

terminates the dangling bond and the remaining proton is
free to travel through the solvent, via hydrogen hopping,
before it forms a H3O

+ ion or is absorbed onto a separate
defect.16,17 It should be noted that when the term hydrogen
hopping is used it indicates the transfer of a hydrogen atom
throughout the water through successive donation of a
hydrogen to neighboring water molecule, resulting in rapid
transfer of excess hydrogen in the solution.17,22

The mechanism of two-membered ring removal is more
complex as breaking the siloxane bond will form two defects,
a Si3 and a NBO and often includes more than one water
molecule.37 Masini and Bernasconi performed constrained
DFT studies on the removal of two-membered rings on flat
silica surfaces and postulated two separate reaction mecha-
nisms.24 In the first, the oxygen in a water molecule absorbs
onto one of the silicon in the two-membered ring, resulting
in a temporary Si5 defect, causing the two-membered ring to
open.24 In the second, the oxygen atom in the water molecule
interacts with a bridging oxygen, causing a temporary three
bonded oxygen defect, resulting in two-membered ring open-
ing.24 Even though the second oxygen-based mechanism has
a lower activation energy (0.32 eV) the lower physisorption
energy of the first Si5-based mechanism (0.11 eV) makes it
more energetically favorable, despite having a larger activa-
tion energy of 1.1 eV.22,24 In addition, the Si5 reaction mech-
anisms was observed in the classical MD analysis of
hydroxylation of flat silica surfaces by Mahadevan and Gar-
ofalini, in mixed quantum and molecular mechanics simula-
tions by Du et al. and in investigations of the dissolution of
flat silica surfaces using classical MD methods by Kagan
et al.6,16,22 In the AIMD simulations performed here, three
instances of two-membered ring breakage were identified but
only the first mechanism, which generates a temporary Si5

defect, was observed. The Si5 defect is stable for 0.1–0.2 ps
before the almost simultaneous removal of the extra hydro-
gen in the Si–OH2 defect and the breaking of the Si–O bond.
Snapshots of the reaction are included in Fig. 2. As the extra
hydrogen, which is present from the disassociation of the
water molecule, is unable to terminate the developed NBO
defect due to its diffusion away from the reaction site, the
NBO is not immediately terminated. Rather, hydrogen is
transported via hydrogen hopping to the defect site, which is
consistent with previously reported results.16,22

The flat silica surfaces did not exhibit any two-membered
ring breakage during the simulations. This is consistent with
reaction rates suggested by D’Souza and Panatano for the
second stage of hydroxylation of experimental silica surface
and adjusting by 104–105 times for the strain of the two-
membered rings, the total number of siloxane bonds which
should be broken is 3 9 10�10 for the simulations studied

here.9 Therefore, it is significant that two-membered ring
removal occurs in the porous systems, indicating the high
level of stress around the location of the defect. A more

(a)

(b)

(c)

(d)

(e)

Fig. 2. Snapshots of the five representing steps of the mechanism of
two-membered ring breakage in a 60% nanoporous silica system in the
presence of water.
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detailed discussion of the reaction rates for the computa-
tional systems is included in Section III(4).

(2) Atomic Charge Transfer During Hydroxylation
Analysis of the changes in the atomic charges of the individ-
ual atoms during the hydroxylation reaction provides insight
into the electronic structure of the defect during the reaction.
Very little information of charge transfer during the hydrox-
ylation reaction is available, which is primarily due to the
fact that classical simulations typically use fixed charges and
cannot take into account the changing charge states, though
this information is available from analysis of AIMD trajecto-
ries. Thus far, investigation of atomic charges has been the
focused on the analysis of silanol structures in clusters, such
as orthosilicic acid (SiO4H4) with respect to water molecule
orientation as part of the characterization of hydrogen
bonds.38,39 Even so, some charge transfer from the water to
the silica network is observed.22 The investigation of the
charge states in the silanol group represent analysis of the
final structure, rather than the hydroxylation of the defect
which generates the silanol group.

Du et al. did investigate the charge states of the hydroxyl-
ation of two-membered rings but focused on the charge of
the hydronium ion involved in proton transfer during the
hydrogen hopping process rather than the charge of the
defect.22 Regardless, ab initio computational studies have
identified charge transfer between silanol groups and adja-
cent water molecules, which provides some insight into the
expected charge of the water molecule during the hydroxyl-
ation reaction. In addition, Bredas et al. noted that slight
geometry distortions can cause significant changes in atomic
charge densities over entire molecules, indicating that once
charge has been added or removed to a structure charge
transfer can be expected throughout the system.40

Mulliken population analysis was performed at five points
along the water–silica defect reaction pathway to identify
changes in the partial atomic charges. To calculate the partial
atomic charges the molecular orbitals, which are calculated
to complete the DFT simulation, are integrated to describe
the electron density of an atom.41 In the case where a com-
plete atomic orbital, described by the basis function, is
located on a single atom, the entire electron density is
assigned to that atom.41 If the basis function is assigned to
multiple atoms then the electron density is divided equally
among the atoms.41 All partial atomic charges reported here
are referenced to Fig. 2 with average atomic charges being
included in Table I. The reader should note that H1 and H3

are not involved in the entire reaction, with H1 diffusing
away from the silica surface at step 2 and H3 terminating the
NBO in step 5. Therefore, the analysis of their partial atomic
charges should be considered in the context of their role in
the reaction. Changing atomic charges of the Si, H, and O
atoms in the defect with reaction step are included in Fig. 3
and Table I.

The silicon atoms experience a loss of electronic charge,
identified as a less negative charge, between reaction step 1
and 2 when there is a Si5 defect associated with the ring
structure as seen in Table I. The difference in Si1 and Si2
charges in step 1 and step 2 is less drastic than the less nega-
tive charge in the silicon in the network structure between
steps 1 and 2, indicating that it is not the change in the
charge of the silica structure as a whole which is responsible
for the less negative charge of Si1 and Si2 [Table I and II
Fig. 3(a)]. The less negative charge of the network silicon
between steps 1 and 2 can be attributed to removal of vari-
ous coordination defects elsewhere in the silica structure dur-
ing the time that the two-membered ring reaction is taking
place. The less negative charge in the Si1 and Si2 in step 2 is
balanced by a more negative charge of the bridging oxygen
(O1 and O2), giving the two-membered ring structure a net
charge of 0.929 in step 1 and a charge of 0.926 in step 2 as
seen in Table II. During the initial two steps the charge of
the water molecule becomes significantly less negative,
�0.050 at step 1 to 0.106 in step 2 (Table II). The change in
the charge indicates that the interaction of the water mole-
cule with the two-membered ring results in transfer of elec-
trons to the silica structure. The charge transfer from the
water to the silica ring structure was also noted in mixed
QM/MM studies of two-membered ring breakage by Du
et al.22 The transfer of charge from the water molecule to the
silica structures comes from both the water and the hydrogen
atoms in the molecule, with a more negative charge of ~0.05
from all three atoms [Figs. 3(b) and (c)].

After the initial charge transfer, from the water molecule
absorbing on the Si atom, the charge of both the structure
and the absorbed water molecule are constant until the for-
mation of the NBO. The NBO formation causes a more neg-
ative charge of the silicon atoms independent of the network
silicon, an effect which decreases with the formation of the
silanol group in step 5. The reaction of the two silicon in the
structure with NBO formation is indicative of the generalized
charge transfer which can occur in molecular structures from
the formation of localized defects. In addition, previous work
by Hamann investigated the charge state of a two-membered
ring using Mulliken population analysis but focused on the
existence of an unsupported pi bond between the two silicon,
rather than changes in the charge state during defect
removal.42 The existence of a latent bond between the silicon
may facilitate the charge transfer between the silicon atoms
during the reaction [Fig. 3(a)], causing the changes in the sili-
con charges to occur in tandem until the formation of the
NBO defect during step 4, at which the two-membered ring
is effectively broken and the pi-bond would dissolve.

The oxygen atoms exhibit a clear difference in charge
states between the various oxygen environments, O1 and O2,
which are part of the two-membered ring defect and O3, as
part of the water molecule, with O3 exhibiting a consistently
less negative charge [Fig. 3(b)]. The effect decreases in step 5
where the water molecule has been completely integrated into

Table I. Atomic Charges of Si, O, and H Atoms Involved in Two-Membered Ring Breakage During the Five Steps Pictured in
Figs. 2(a)–(e) (Reaction step 1–5)

Step 1 2 3 4 5

Si1 0.913 �0.030 0.967 �0.011 0.970 �0.008 0.910 �0.015 0.945 �0.003
Si2 0.995 �0.025 1.024 �0.010 1.025 �0.015 0.982 �0.008 0.981 �0.010
O1 �0.449 �0.039 �0.550 �0.019 �0.551 �0.040 �0.589 �0.023 �0.450 �0.029
O2 �0.481 �0.022 �0.516 �0.008 �0.515 �0.023 �0.535 �0.004 �0.486 �0.005
O3 �0.332 �0.058 �0.279 �0.018 �0.297 �0.049 �0.370 �0.022 �0.375 �0.059
H1 0.137 �0.007 0.192 �0.006 0.172 �0.08 0.165 �0.005 0.172 �0.015
H2 0.145 �0.013 0.194 �0.013 0.151 �0.014 0.157 �0.002 0.169 �0.007
H3 0.119 �0.024 0.148 �0.004 0.150 �0.004 0.159 �0.005 0.159 �0.014
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the silica surface, demonstrating the difference in the charge
of the O3 atom and the oxygen in the water molecules
[Fig. 3(b)]. Also, the formation of the NBO defect causes the
most dramatic charge difference on the silicon atom associ-
ated with the defect, with little effect on the involved oxygen.
Initially, the charges on the hydrogen atoms exhibit a clear

distinction between atoms which are part of the water mole-
cule compared to the silica structure, with H1 and H2 atoms
exhibiting a less negative charge, especially during the forma-
tion of the Si–OH2 defect (step 2). After the disassociation of
the water molecule the charges on the hydrogen start to con-
verge, until step 5 of the reaction at which point the charge
transfer is complete.

Analysis of the partial atomic charges indicate the level of
charge transfer that is occurring during the annihilation of
the two-membered ring defect, including transfer of charge
from the water molecule to the surface and the effect on the
atoms surrounding the defect site.

(3) Bond Distance-Bond Angle Correlations: Finger Prints
of Reactions from Short Range Atomic Structures
Bond angle-bond distance correlations provide an opportunity
to investigate how constraints in the O–Si–O bond angle
affects the Si–O distance in a snapshot of the simulation. Typi-
cally, bond angle distributions (BAD) and radial/pair distribu-
tion functions (RDF/PDF) are presented independently of one
another. By investigating both distributions simultaneously it
is possible to identify outliers in either the BAD or PDF data
and how they relate to one another. Figures 4 and 5 are the
contour plots of the Si–O bond lengths in the nanoporous sil-
ica and surface silica models with the three O–Si–O bond
angles which are related to the bond length. In some cases, a
fourth angle is included, which only occurs if the Si in the
[SiO4] tetrahedron is five coordinated. The bond length and
BAD are included along the x- and y-axis, respectively, and
are centered around the Si–O bond length of 1.61 �A and the
ideal O–Si–O bond angle of 109.5°.30

Initially, both the 31% nanoporous silica surface and the
flat surface have a broad distribution of the bond lengths (x-
axis) and bond angles (y-axis). The nanoporous silica surface
has significantly more outliers in the initial configurations
due to the introduction of water into the system, generating
defects [Figs. 4(a) and 5(a)]. After the geometry optimization
has been performed [Figs. 4(b) and 5(b)] there is a decrease
in the distribution of the bond angles and bond distances for
both systems, indicating that relaxation of the silica surfaces
is occurring. Further simulation time results in decreases in
the distributions of the bond lengths and bond angles
[Figs. 4(c) and 5(c)]. Interestingly, a number of outliers
remain in the silica surface simulation after the 30 ps of
AIMD have been completed, consisting of O–Si–O bond
angles above 140° and below 100° coupled with dispropor-
tionally long bond lengths above 1.75 �A. These outliers can
be attributed to the temporary formation of a Si5 defect by
introduction of a water molecule, identified both from the
simulations performed here and noted by Kagan et al.
[Figs. 2(b) and (c)].6 As the formation of a Si5 defect is the
primary method through which bond breakage occurs (for
instance in the opening of two-membered and three-mem-
bered ring) their continued formation indicates that there is a
drive to break the siloxane bond and open the ring, but that
insufficient energy is available to overcome the energy bar-
rier. In addition, the reader should note the existence of a
shoulder in the BAD (on the y-axis) in Figs. 4 and 5 which
can be attributed to a bond angle of ~80° which occurs in
both two-membered and three-membered rings.30

(a)

(b)

(c)

Fig. 3. Changing atomic charges of (a) Si, (b) O, and (c) H atoms
involved in the two-membered ring breakage mechanism outlined in
Fig. 2. The error bars are equal to the standard error of the charges.

Table II. Atomic Charges of the Water Molecule and the
Two-Membered Ring Structures During Two-Membered Ring

Opening at the Five Stages Pictured in Figs. 2(a)–(e) (Step 1–5)

Step 1 2 3 4 5

Two-Membered
Ring

0.929 0.926 0.930 0.767 0.989

Water �0.050 0.106 0.026 �0.048 �0.035
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(4) Two-Membered Ring Concentrations in Hydroxylated
Silica
Two-membered rings, described by the number of silicon
involved in the ring structure, are high energy surface defects
which occur in both computational and experimental sys-
tems. Thermodynamically, these high-energy defects will be

removed from the silica systems when it interacts with water
molecules present in the atmosphere. Kinetically, two-mem-
bered ring removal is complex due to the role of the water
molecules in facilitating the reaction. Tilocca and Cormack
identified some kinetic stability in two-membered ring—water

(a)

(b)

(c)

Fig. 4. O–Si–O bond angle Si–O bond length plots of 31%
nanoporous silica computational systems (a) initial configuration, (b)
after geometry optimizations, and (c) after 30 ps of ab initio molecular
dynamics. The Si–O pair distribution function and the O–Si–O bond
angle distribution are plotted on the x- and y-axis, respectively.

(a)

(b)

(c)

Fig. 5. O–Si–O bond angle Si–O bond distance plots of
nanoporous silica surfaces (a) initial configuration, (b) after
geometry optimizations, and (c) after 30 ps of ab initio molecular
dynamics. The Si–O pair distribution function and the O–Si–O bond
angle distribution are plotted on the x- and y-axis, respectively.
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reactions during their computational investigations of bioac-
tive glasses.27 The two-membered ring reactions were hypoth-
esized to depend on water–water and water–defect
interactions and as smaller rings only react with 1–2 water
molecules at a time their reactivity is limited.27 Such an effect
would be exacerbated in a nanoporous system where water
molecules will have limited access to the two-membered ring
defects due to the complexity of the porous system. In addi-
tion, Kagan et al. investigated the energy barriers of silica
dissolution in water by classical MD methods and found that
energy barriers increased when the silicon reaction sites were
in slightly concave surface contours, which caused the water
molecule to interact with additional atoms from the silica
structure.6 Due to the highly variable positions of the two-
membered rings in the porous silica structure it is possible
that some are part of concave surfaces, leading to their
increased stability. As seen in Fig. 6, there is limited change
in the two-membered ring concentration in both the nano-
porous silica systems and the silica surfaces with time. The
two-membered ring annihilation which does occur is
restricted to the highest porosity systems (52%, 60%, and
67%) where the two-membered rings would be most easily
accessed by the water molecules and where there is a higher
probability that a two-membered ring is located on flatter
surfaces. The removal of two-membered rings in the highest
porosity nanoporous systems but not in the flat surfaces can
be attributed to the higher strain which rings in the porous
system experience. The added curvature of the system
induces extra strain, leading to an increased energetic drive
for their removal. Therefore, in the nanoporous silica systems
there is a set of competing mechanisms to describe two-mem-
bered ring removal, the limiting factor of the water-two-
membered ring interactions and two-membered ring positions
in concave surfaces as well as the driving force of the added
strain from the curvature of the porosity.

(5) Silanol Concentration on Hydroxylated Silica Surfaces
Silanol concentrations (Si–OH) on silica surfaces has been
used as a method of investigating the defects concentrations
as the hydroxylation groups are formed through the annihila-
tion of common defect species (NBO, Si3, Si5, and two-mem-
bered rings). Silanol concentrations were calculated by
identifying the number of Si–OH groups present in the nano-
porous silica systems. The internal surface area was calcu-
lated by generating a Connolly (solvent excluded) surface

using MaterialStudio.43,44 The Connolly surface is identified
by “rolling” a simulated solvent molecule with a 1 �A radius
along the nanoporous silica surface of the structure and the
surface of the molecule fitting against the structure generates
the surface.43

Du and Cormack demonstrated that the total silanol con-
centration of ~4.6 nm�2 for both computational and experi-
mental systems can be separated by defect species with
different percentage of silanol groups being the result of anni-
hilation of different defect species.20 The low level of silanol
concentrations in the nanoporous systems studied here, and
seen in Fig. 7, indicates that there is limited termination of ring
defects in the structure, which is consistent with data presented
in Section III(4). The computational silica surfaces investi-
gated in this study would exhibit hydroxylation of 3.92 � 0.11
#/nm2 assuming complete defect removal, whereas for the
nanoporous silica systems the range was much broader with
final theoretical silanol concentrations between 2.8 and 3.7 #/
nm2, varying with porosity. The difference in the theoretical
maximum hydroxylation concentration for the porous systems
compared to the flat surfaces can be attributed to the different
surface morphology causing fewer defects per nm2 compared
to the flat surfaces. As ring defects are responsible for ~60% of
the silanol concentration the final silanol concentrations of
0.9–1.5 #/nm2 are expected (Fig. 7).

Concentrations of silanol groups on freshly fractured sur-
faces have been quantified experimentally and used to predict
reaction kinetics of hydroxyl formation by D’Souza and
Pantano.9,10 They noted two ranges of hydroxylation kinet-
ics, initially a very rapid hydroxylation process which was
attributed to the breaking of two-membered rings followed
by a slower hydroxylation rate from the breakage of three-
membered rings.9,10 Similar differences in silanol formation
rates exist in the computational data presented here, through
rather than two- and three-membered rings being broken it is
the immediate termination of coordination defects during the
geometry optimization followed by the slower breaking of
the two-membered rings during AIMD which is responsible
for the differences in hydroxylation rates. D’Souza et al. sug-
gested that first order reaction kinetics can be applied to
these reactions using the following equation9,10:

cðtÞ ¼ c0e
kt (4)

with c(t) as the concentration of silanol groups at time t, co
as the initial concentration of silanol groups at the begin-

Fig. 6. Changes in two-membered ring concentrations per nm2 of
surface area for nanoporous silica systems with porosities between
31% and 67% and flat surfaces. Standard deviation is equal to the
standard error.

Figure 7. Silanol concentrations in #/nm2 for nanoporous silica
systems with porosities between 31% and 67% and flat surface with
time. Standard deviation is equal to the standard error.
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ning of the AIMD simulation, t as time and k as the reac-
tion rate constant. Using Eq. (4) and the maximum silanol
concentrations that can be expected in the simulated struc-
tures, the amount of time required to reach maximum
silanol concentration was estimated. It was found that the
time required to remove all the two-membered ring defects
ranged from 63 � 23 ps to 472 � 137 ps for porous systems
and 1011 �380 ps for flat surfaces, which is significantly
higher than the 30 ps AIMD simulation performed in this
work. This estimation suggests that hydroxylation, even for
highly strained two-membered rings, has relatively large
energy barriers and are rare events requiring long MD
simulations.

Bulk silica has a wide ring size distribution ranging from
three to ten membered rings with a Gaussian type distribu-
tion centered on six-membered rings.45 The stability of the
rings increases with ring sizes hence larger rings have much
lower energy barrier to open the Si–O–Si linkage by reaction
with water. Therefore, direct simulation of hydroxylation or
dissolution using MD simulations will be very difficult due to
long simulation time required for those rare events. Other
techniques must be used to study the water reaction of these
rings. These methods include transition state theory with the
Nudged Elastic Band45 or the Dimer46 method, or con-
strained MD simulations with potential of mean force3 to
address these challenges.

IV. Conclusions

The interactions between water molecules and nanoporous
amorphous silica models with porosities between 31% and
67% were investigated through the application of DFT
based AIMD simulations to allow for accurate description
of bond breakage and formation during water–silica reac-
tions. 30 ps AIMD trajectories were used to analyze the
dynamics of defect reactions with water. It was found that
coordination defects such as NBO and under/over coordi-
nated silicon were removed during the geometry optimiza-
tion stage suggesting fast reactions with water. For other
surface defects, such as two-membered rings, only partial
reactions were observed after 30 ps AIMD at 300 K and no
reactions were observed for larger rings during the AIMD
simulations. The limited two-membered ring removal can be
explained by the restricted movement of water molecules in
the nanopores and the higher energy barriers reported for
siloxane bond breakage reactions present on concave sur-
faces.6

The observed mechanism of two-membered ring defect
removal from AIMD simulations is consistent with a previ-
ously proposed mechanism which includes the formation of an
intermediate Si5 defect.24 The formation of the Si5 defect was
found to be associated with charge transfer from the absorbed
water molecule to the silica structure. In addition, the develop-
ment of Si5 defects in the Si–OH2 structure can be identified
through bond angle-bond distance correlation plots. Though
the Si5 defects continued to persist in the AIMD simulations
the energy required to cause siloxane bond breakage was not
present. Analysis of the silanol concentrations with time indi-
cated that full hydroxylation of the surface was anticipated to
occur between 60 and 470 ps in nanoporous silica systems and
around 1100 ps on silica surfaces.
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ABSTRACT: Detailed understanding of the reactions and
processes which govern silicate−water interactions is critical to
geological, materials, and environmental sciences. Interactions
between water and nanoporous silica were studied using
classical molecular dynamics with a Reactive Force Field
(ReaxFF), and the results were compared with density
functional theory (DFT) based ab initio molecular dynamics
(AIMD) simulations. Two versions of ReaxFF Si/O/H
parametrizations (Yeon et al. J. Phys. Chem. C 2016, 120,
305 and Fogarty et al. J. Chem. Phys. 2010, 132, 174704) were
compared with AIMD results to identify differences in local
structures, water dissociation mechanisms, energy barriers, and
diffusion behaviors. Results identified reaction mechanisms
consisting of two different intermediate structures involved in the removal of high energy two-membered ring (2-Ring) defects
on complex nanoporous silica surfaces. Intermediate defects lifetimes affect hydroxylation and 2-Ring defect removal.
Additionally, the limited internal volume of the nanoporous silica results in decreased water diffusion related to the development
of nanoconfined water. Hydrogen atoms in the water diffused 10−30% faster than the oxygen atoms, suggesting that increased
hydrogen diffusion through hydrogen hopping mechanisms may be enhanced in nanoconfined conditions. Comparison of the
two different ReaxFF parametrizations with AIMD data indicated that the Yeon et al. parameters resulted in reaction
mechanisms, hydroxylation rates, defect concentrations, and activation energies more consistent with the AIMD simulations.
Therefore, this ReaxFF parametrization is recommended for future studies of water−silica systems with high concentrations of
surface defects and highly strained siloxane bonds such as in complex silica nanostructures.

1. INTRODUCTION

Nanoporous silica commonly occurs in natural systems and can
be found in biomedical, microelectronic, environmental, and
energy applications. The high surface area and variable pore
structure, in both size and morphology, make nanoporous silica
well suited for catalysis supports, gas phase separation,
hydrogen storage, and thermal insulation.1−3 Interactions
between water and internal surfaces formed in nanoporous
silica are of interest due to the omnipresence of water in the
environment and its effect on the dissolution behavior, long-
term stability, and mechanical properties of silica.
Recent experimental work has identified fast hydroxylation of

fractured silica surfaces,4,5 structure and dynamics of interfacial
water in nanoporous silica,6,7 and various bonding environ-
ments in the water−silica system8 using secondary ion mass
spectroscopy, nuclear magnetic resonance spectroscopy, and
sum-frequency generation spectroscopy. Atomistic computer
simulations provide information on water−silica systems that
are not available from experiment due to characterization
difficulties of the amorphous structure, randomized pore
morphology, and short reaction times. The identification of

reaction mechanisms, varying stability of defect species, and the
hydroxylation rate of reactive silica surfaces are all of interest.
Both density functional theory (DFT) and classical

molecular dynamics (MD) studies have been employed to
perform atomistic investigation of water−silica systems. DFT
simulations analyzed hydrogen bond networks, surface silanol
concentrations, development of structured water, energetics of
silica monomer and dimer formation, and the protonation of
silanol groups.9−12 Reaction mechanisms and energy barriers
responsible for siloxane bond breakage in strained and
unstrained silica sites have been reported by Rimsza and
Du,13 Zapol et al.,14 and Rimola and Ugliengo15 among others,
demonstrating the importance of ab initio simulations in
identifying details of the water−silica interface.
Despite the success with the application of DFT methods to

water−silica system, classical MD methods have a clear
advantage in terms computational efficiency. As a result much
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larger systems can be studied compared to first-principles based
simulations. ReaxFF simulations are estimated to be ∼5x faster
than DFT simulations of a 350 atom system using a Silicon
Graphics Origin-computer for the original hydrocarbon ReaxFF
force field.16 Since then additional improvements, such as the
reax/c style implemented in LAMMPS has resulted in greater
increases in efficiency over quantum mechanical methods.17

A challenge of classical MD simulations is the development
of potentials capable of accurately describing interatomic
interactions. For the mixed covalent and ionic bonding in
water−silica systems the potential should include different
charge states and polarization of oxygen atoms depending on
the chemical environments, and be capable of describing the
chemical reactions of water with silica. Early potentials that are
successful in the simulations of the structure and properties of
bulk silica include two-bodied Buckingham potentials by van
Beest, Kramer, and van Santen (BKS) and Tsenueyki and
colleagues (TTAM).18,19 Additional regulation of the O−Si−O
and Si−O−Si bond angles was included through the use of
three-bodied terms.20,21 Water molecules further complicate
potential development due to hydroxylation reactions, the
formation of hydronium (H3O

+) ions, and proton transfer in
bulk water.
There are a number of empirical potentials developed to

study water−silica systems. One of the first used a dissociative
water potential by Feuston and Garofalini.20 The Feuston-
Garofalini potential focused on the simulation of polymer-
ization reactions, but inconsistencies in the structure of bulk
water, including the formation of symmetric hydrogen bonds
and low H−O−H bond angles, indicated the need for
additional refinement.20 Mahadevan and Garofalini developed
another potential which focuses on the disassociation of water
molecules in bulk water systems, which has been applied to the
investigate the lifetime of hydronium ions,22 hydroxylation,23

thermal expansion of nanoconfined water,24 and silica
dissolution.25 Du and Cormack developed a set of partial
charge potentials to study the hydroxylation of silica and silicate
surfaces with a Morse potential for O−H interactions.26 Silanol
concentration of the silica surface was close to experimental
values; however, no water parameters were included in the
potentials set. Another potential developed for water−silica
simulations was published by Hassanali and Singer, who used a
BKS model for silica and a SPC/E model for water with
Buckingham interactions to describe the water−silica inter-
face.27 Several other water−silica potentials have been
developed;28−30 however, truly reactive potentials that can
reproduce the bulk silica and water structures and properties as
well as their reaction energetics are rare in the literature.
ReaxFF, a reactive force field initially developed by van Duin,

Goddard and co-workers was a significant advancement in the
simulations of water−silica interactions.16,31 ReaxFF is a bond-
order based potential which uses a complex series of partial
energy terms to describe the total system energy and bonding
states of a material.31 ReaxFF utilizes a charge equilibration
(QEq) method to calculate geometry dependent charges.32

Advantages of the ReaxFF potential model include the
indistinguishability of atomic species in the force field−only
one atom type is used for atoms of a single element, regardless
of their coordination - and the smooth transition from one
chemical species to another.33 Additionally, charges in the
systems vary depending on the local geometry and chemical
environment.33 The first ReaxFF potential for Si/O/H systems
was developed in 2003.31 This potential was aimed at

describing silica/silicon interfaces and did not have a capability
for describing a liquid water phase. The initiation of the ReaxFF
“water-branch” (see Reference34 for a recent review) enabled
the inclusion of a reactive liquid water phase. ReaxFF/SiO was
reparameterized for water−silica systems in 2010 by Fogarty et
al. (ReaxFF-Fogarty) and successfully reproduced structural
features and diffusion coefficients for water and silica.33 A
detailed comparison indicated that the ReaxFF-Fogarty
potential is well suited to the simulation of both bulk silica
and hydroxylated silica surfaces.33,35 In 2015, the parameters
described by Fogarty et al. were adjusted by Yeon and van Duin
(ReaxFF-2015) to improve activation energies for Si−O bond
breakage,36 specifically including local strain influence on silica
hydrolysis activation energies. The underlying chemistry of the
ReaxFF potential allows for high accuracy with a relatively small
penalty in computational efficiency, but is more complicated to
parametrize than the two- and three-body potentials described
previously. In the relatively short time that the ReaxFF
potential has been available, it has demonstrated its application
in a variety of silica-related studies and has quickly become one
of the most widely implemented silica potentials. Examples of
its application in recent years include silica crack propagation,37

O2 and H2 interactions with silica surfaces,38,39 investigation of
friction and wear on silica surfaces,40 as well as its use in the
simulation of mixed silica−hydrocarbon systems.41,42

However, current ReaxFF simulations investigated focused
on flat surfaces or silica nanorods.33 Simulations of the
interactions of truly nanoporous structures of silica and water
are limited. Nanoporous silica more closely resemble corrosion
fronts than gel structures, so validation the of water−silica
interactions on these surfaces is critical. In addition, most of the
ReaxFF development was based on the geometry and
energetics of static DFT based quantum mechanical simu-
lations. The simulations are rarely compared with dynamic ab
initio molecular dynamic (AIMD) simulations. Comparisons
between the results from ReaxFF based MD simulations and
dynamic data from AIMD simulations assists in establishing the
accuracy of the potential. The validation of these methods
provides direct comparison of the performance of the two
versions of ReaxFF and selection criterion for the future use of
the force field in complex structures. The purpose of this paper
is to provide a systematic comparison of MD simulation results
of water−nanoporous silica interaction from two versions of the
ReaxFF potentials and those from the AIMD simulations
through the short and medium range structure, water diffusion
behaviors, water−silica reaction mechanisms, hydroxylation of
defect species, lifetimes of coordination defects, and activation
energies for siloxane bond breakage. This will not only provide
insight of the chemical reaction process of water−silica
interactions but also the relative accuracy of the two sets of
ReaxFF potentials. The results indicate that the 2015 ReaxFF
potential improves the activation energy and mechanisms of
water−silica reactions as well as the stability of coordination
defect structures while accurately reproducing structural and
dynamic features of complex nanoporous silica systems.
This paper is organized in the following way. After

introducing the computational methodologies, the results on
the test of the silica dimers are first reported. A comparison of
activation energies for siloxane bond breakage between the
ReaxFF potentials and ab initio simulations is then given. An
analysis of the 2-Ring defect reaction mechanisms, three-
bonded oxygen defect lifetimes, hydroxylation rates, and
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diffusion coefficients provides insight into the kinetics of
water−silica interactions. Lastly, conclusions are presented.

2. COMPUTATIONAL METHODS
Several computational methods, ranging from classical MD
with fixed partial charge and ReaxFF potentials to DFT based
ab initio MD simulations, were used in this work to develop the
hydrated nanoporous silica structures and to investigate the
reactivity and dynamic properties. These mixed methods are
required to take advantage of accuracy in describing the
chemical reactions of ab initio and ReaxFF based methods and
the computational efficiency of the classical MD simulations. As
compared to many static transition state calculations of water−
silica reactions,15,43−46 this work focused on the dynamic
simulations of the hydrated nanoporous silica systems to
identify water−silica reactions and water diffusion behaviors.
2.1. Nanoporous Silica Structure Generation. A

classical MD potential parametrized by Teter for silica was
used for generation of the nanoporous silica.26 A 99 atom silica
model with a density of 2.2 g/cm3 was used as the base
structure and was created through a melt and quench
procedure. The small system sizes allow for efficient simulations
using DFT methods. To introduce volume into the silica, a four
step protocol was implemented.
First, the dense silica underwent a linear lattice expansion by

20%, increasing the cell volume from 1500 Å3 to 1800 Å3 and
the Si−O bond length from 1.6 to1.9 Å. Next, the expanded
silica structure was relaxed with a NVT ensemble for 30 ps with
a 1 fs time step at 300 K using a Nose−́Hoover thermostat. The
number of atoms (N), volume (V), and temperature (T) were
kept constant, to retain the added volume in the system.
Atomic movement recreated some of the SiO4 tetrahedra and
incorporated free space into the system as voids. After
relaxation, ∼20% porosity was scattered throughout the
structure. To create higher porosity models, the relaxed
systems were expanded again, adding additional volume and
increasing the porosity. By repeating the expansion and
relaxation process iteratively, systems with different porosities
were created. To account for a range of porous structures,
systems between 30% and 70% porosity were generated.
Variation in the nanoporous silica system is from the unique
silica structures used for the development of the porous
systems. Higher porosities, such as occur in silica aerogels,
result in completely fragmented structures at this system size
and current DFT methods are not sufficiently efficient to allow
for increases in simulation cell dimensions.
The final step was an isothermal−isobaric (NPT) relaxation

performed with a Nose−́Hoover thermostat and barostat to
bring the system to a thermomechanical equilibrium. This step
was critical in removing the negative pressure regions which can
form due to the added vacuum space in the simulation cell.47

The final nanoporous silica systems have porosities of 31%,
42%, 52%, 60%, and 67% with densities of 1.53 g/cm3, 1.27 g/
cm3, 1.06 g/cm3, 0.88 g/cm3, and 0.74 g/cm3, respectively. The
same method of generating nanoporous silica was used for
larger systems (∼3000 atoms), and the short- and long-range
structural features of those structures are included in ref 48.
Hydration of the nanoporous silica structure was performed

by overlaying a simulation cell of pure water on the nanoporous
silica models. Any water molecules outside the boundary of the
simulation cell or overlapping with the silica backbone were
removed, resulting in a hydrated nanoporous silica structure.
Due to the larger volume of free space available in highly

porous systems, the number of water molecules increases with
porosity. Simulation sizes varied between 150 and 370 atoms.
Snapshots of a nanoporous silica structure before and after
hydration are included in Figure 1.

Simulations were performed in triplicate with different initial
dense silica structures to account for variances in the
amorphous porous system. Results are reported as the average
with the standard error. The standard error is described by eq 1,
with SE as the standard error, SD as the standard deviation, and
n as the number of unique systems.13

=SE
SD

n (1)

All the hydrated nanoporous silica systems underwent 500
steps of DFT geometry optimization before further simulations
were performed to eliminate inconsistencies in the minimiza-
tion routines between the classical MD and DFT simulations.
Details on the DFT methods used for the relaxation and AIMD
simulations are included in Section 2.3. The geometry
optimization allowed for removal of high energy structures
formed by the introduction of water. An analysis of the effect of
the geometry optimization on similar systems is included in ref
13.
The same hydrated nanoporous silica structures were used as

the initial conditions for all simulation methods, both DFT and
classical MD simulations with the ReaxFF-Fogarty and ReaxFF-
2015 potentials. Identical initial structures allowed for the
comparison of the results across simulation methods.

2.2. Reactive Force Field (ReaxFF) Potentials. ReaxFF is
a complex bond order based potential in which the system

Figure 1. Snapshot of the 52% nanoporous silica systems (a)
unhydrated and (b) hydrated. Colors: red (oxygen), yellow (silicon),
white (hydrogen).
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energy is the sum of several partial energy contributions (eq
2).31

= + + + + + +

+ + +

E E E E E E E E

E E E

system bond over under lp val pen tors

conj vdWaals Coulomb (2)

In ReaxFF, atomic bond order is calculated directly from the
interatomic distances rather than using fixed chemical bonds.
The bond order is recalculated after every simulation step to
allow for the formation and breakage of bonds.
Additional partial energy terms were added during para-

metrization of ReaxFF for silica systems.16,31 Separate
disassociation energies for different bonding states (single,
double, and triple), an energy term for the treatment of lone
pairs, and an adjusted valence angle term to account for the
effect of the different bonding states were all introduced.31

Details and functional forms for these adjustments are included
in the original paper, ref 31.
Fogarty et al. in 2010 parametrized the ReaxFF potential for

the water−silica systems, including additional ab initio data.
The process included parametrization to quantum mechanical
data of water clusters and proton transfer in acidic and basic
systems, after which the silica parameters were refit to a silica
training set.16,33 The resulting water−silica simulation matched
well with DFT simulations or experimental results on the
structural features, diffusion coefficients, and partial charge
distributions.33 The ReaxFF-Fogarty force field was also used
for the identification of water diffusion by proton transfer
through a silica slab and polarization of the water molecules
during interaction with silica surfaces.33 In the ReaxFF-Fogarty
potential, the activation energy for the breakage of strained
siloxane bonds, such as those in high energy 2-Ring defects, is
underestimated.36 The low activation energy results in faster
hydroxylation of strained Si−O bonds and affects the stability
of strained ring defects, which is inconsistent with DFT
data.33,36,42 Reaction pathways from the DFT simulation of
water with strained and unstrained siloxane bonds were added
to the training set for the ReaxFF potential parametrization to
correct the activation energies. A discussion of the effect of the
reparametrization on strained and unstrained siloxane bond
breakage is included in Section 3.2.
Hydrated nanoporous silica systems were simulated using

both ReaxFF-Fogarty and ReaxFF-2015 potentials for 30 ps of
classical MD using a 0.35 fs time step at 300 K controlled by a
Nose−́Hoover thermostat. In some instances, longer simu-
lations (1 ns or more) were performed to investigate the
stability of certain defect structures, and are discussed in
Section 3.3. The ReaxFF simulations were performed in the
MD simulation package LAMMPS using the USER-REAXC
package.49 The coordinates of the hydrated nanoporous silica
systems before and after simulation are included in the
Supporting Information.
2.3. Ab Initio Molecular Dynamics (AIMD) Simulations.

DFT AIMD simulations were performed in parallel using the
same initial nanoporous silica systems for comparison with
ReaxFF classical MD simulations. A mixed Gaussian and plane
wave basis set was implemented in the QUICKSTEP routine in
CP2K to provide increased efficiency over the use of pure plane
wave codes.50,51 The QUICKSTEP method has been
previously applied to the simulation of water, silica, and
water−silica systems.9,10,52,53 DZVP basis sets and the BLYP
functional were used due to their ability to reproduce both the
diffusional and structural properties of liquids52 and silica53

with an energy cutoff of 280 Ry. Similar computational
parameters have been used to identify the structure of water
inside a silica nanopore, the acidity of silanol species, and 2-
Ring defect reactions.9,10,13 Hydrated nanoporous silica under-
went 30 ps of AIMD using a 1 fs time step at 300 K, controlled
by a Nose−́Hoover thermostat. The coordinates of the
hydrated nanoporous silica systems before and after simulation
are included in the Supporting Information.

3. RESULTS
3.1. Short Range Structures of Strained and Un-

strained Silica Dimers and Silica Surfaces. Analysis of the
strained and unstrained silica dimers provides insight into how
the local structure of the SiO4 tetrahedron and Si−O−Si
bridges vary with simulation method and classical MD
potential. A silica dimer (Figure 2a) and a hydroxylated 2-

Ring defect structure (Figure 2b) were selected as representa-
tive systems for unstrained and strained siloxane bonds,
respectively. Similar models were used to reparametrize the
ReaxFF potentials with improved energetics for 2-Ring defect
removal (ReaxFF-2015 potential).36 The strained silica dimer is
representative of a 2-Ring defect, which is a set of edge sharing
SiO4 tetrahedra. 2-Ring defects are more reactive than Si−O
bonds in three-membered or four-membered rings, and are
therefore commonly used in atomistic simulations to investigate
kinetics of siloxane bond breakage in computational time
frames. 2-Ring defects have been identified experimentally
during the fracturing of silica in high vacuum.4,54−56 To form
the dimer for the cluster calculations, all the dangling oxygen
bonds were hydrogen terminated.
All simulations were performed in 25 Å × 25 Å × 25 Å cells,

and the energies of the structures were minimized through
geometry optimization before analysis. Bond angle distributions
(BAD) and pair distribution functions (PDF) were generated
from a 15,000 step NVT classical MD or AIMD simulation to
identify equilibrium bond lengths and angles at 300 K. The use
of BAD and PDF accounts for variations in the bond length due
to thermal vibrations. Interatomic distances and bond angles
are reported as the peak of the BAD or PDF value, as well as
the full-width-at-half maximum (fwhm) in Table 1 and Table 2.
The Si−O, O−O, and O−H interatomic distances are

consistent between both the strained and unstrained siloxane
dimers and the different simulation methods (Table 1, Table
2). Experimental variation in the Si−O−Si bond angles
depends on the characterization methods used and the thermal
history of the glass, and both AIMD and ReaxFF simulations
are within the range noted experimentally.33,58,61 Differences in
the Si−O−Si bond angles between AIMD and ReaxFF may be
due to the variation in the structure due to thermal effects
during the simulation. Previous DFT methods have identified
that the Si−O−H bond angle is ∼118°, suggesting that
ReaxFF-Fogarty had an underestimation of the bond angle
while ReaxFF-2015 experienced a slight overestimation in both

Figure 2. Snapshots of the (a) unstrained and (b) unstrained silica
dimers. Colors: red (oxygen), yellow (silicon), white (hydrogen).
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models studied.63 The Si−O−H bond angle from AIMD
simulations of this work is close to earlier DFT calculations,
while the difference between AIMD and ReaxFF simulations
within 5%.
In the strained silica structure, the Si−Si interatomic distance

is 2.4 Å by AIMD methods, ∼0.40 Å smaller than the ReaxFF
simulation values of ∼2.8 Å in both the dimer and the dense
systems (Table 2). The Si−Si interatomic distance of 2.4 Å is
consistent with previous DFT investigations using Gaussian 6-
31G basis sets.64 Additionally, in the AIMD simulations both
the Si−O−Si and O−Si−O bond angles experience strain with
bond angles of 90−94°, less than ∼145° and ∼109° reported
for Si−O−Si and O−Si−O unstrained bond angles, respec-
tively.26 Compression of both bond angles to ∼90° is
consistent with previous DFT calculations and forms a
relatively symmetric 2-Ring defect.64−66 In the ReaxFF
methods, both angles are compressed by ∼35° in the 2-Ring
defects, with O−Si−O and Si−O−Si bond angles of ∼74° and
105°, respectively, creating a rhombohedral 2-Ring defect. In
previous simulations of nanoporous silica surfaces using
classical MD methods with a silica force field and fixed partial
charges parametrized by Teter, the O−Si−O and Si−O−Si
bond angles were ∼85° and ∼90°, respectively, which is
consistent with AIMD simulations.48

Discrepancies between the ReaxFF simulations and the
AIMD data can be attributed to features in the ReaxFF force
field. For instance, a strict distribution of charges may prevent
the formation of a Si−Si unsupported π-bond described by
Hamann.66 Alternatively, the ability of the systems to form fully
strained 2-Ring defects may be limited by control of the Si−Si
interatomic distances. The effect of the varying strain of the O−

Si−O and Si−O−Si bond angles on the reactivity is unknown,
but future users of the potential should be aware that some
small structural details of the highly strained bonds are different
between AIMD and classical MD simulations using the ReaxFF
potentials.

3.2. Activation Energies for Siloxane Bond Breakage
in Cluster Models. A number of ab initio computational
studies have been performed to investigate the activation
energies related to 2-Ring defect removal, and values between
7.38 kcal/mol (0.32 eV) and 29.29 kcal/mol (1.27 eV) have
been reported (Table 3). Activation energies for siloxane bond
breakage are complicated by variations in simulation methods,
surface models, hydration levels, and 2-Ring defect locations.
For instance, activation energies for 2-Ring defect structures
located on concave surfaces are reported to be higher than
those on flat surfaces.25 Du et al. and Tilocca and Cormack
suggested that an increasing number of water molecules
involved in the reaction decreases the reaction barrier.67,68

Additionally, cluster calculations or bulk surface models has an
effect on the activation energy of 2-Ring defect removal, as does
the type of reaction mechanism.67

When the ReaxFF-Fogarty force field was used to simulate
water reactions with the strained silica dimer (Figure 2b), an
activation energy of −8.07 kcal/mol (−0.35 eV) was identified,
far below the range reported by ab initio methods (Table 3). In
the ReaxFF-2015 parametrization, the reaction pathway for Si−
O bond breakage in a strained silica dimer using DFT with a
B3LYP functional and a 6-311++G(d,p) basis set and an
activation energy of ∼20 kcal/mol (0.87 eV) was used.36 The
result is an activation energy of 16.6 kcal/mol (0.72 eV) for Si−

Table 1. Interatomic Distances and Bond Angles of the Unstrained Silica Dimer and Experimental Values from Bulk
Amorphous Silica

Property AIMD ReaxFF-Fogarty ReaxFF-2015 Expt.

Dimer Surface Dimer Surface Dimer Surface Silica

Si−O dist. (Å) 1.64 (0.07) 1.65 (0.08) 1.55 (0.07) 1.58 (0.09) 1.57 (0.09) 1.59 (0.11) 1.61b

O−O dist. (Å) 2.69 (0.20) 2.68 (0.20) 2.55 (0.19) 2.56 (0.29) 2.58 (0.38) 2.58 (0.30) 2.65c

O−H dist. (Å) 0.97 (0.03) 1.01a (0.08) 0.96 (0.07) 0.99a (0.07) 0.98 (0.05) 1.01a (0.08) 0.98d

Si−Si dist. (Å) 3.09 (0.19) 3.20 (0.32) 2.91 (0.06) 3.06 (0.12) 3.06 (0.11) 3.12 (0.15) 3.1e

Si−O−Si angle (deg) 142 (20) 142 (38) 140 (9) 150 (22) 153 (26) 154 (37) 144c

152f

O−Si−O angle (deg) 110 (12) 108 (12) 108 (11) 108 (17) 109 (12) 108 (15) 109.4c

Si−O−H angle (deg) 116 (14) 117a (17) 107 (7) 112a (9) 124 (9) 123a (7) 118.1g

aFrom Si−OH located on internal surfaces of nanoporous silica. bNeutron diffraction.57 cElectron diffraction.58 dElecton diffraction.59 eLarge angle
X-ray scattering.60 fNeutron diffraction.61 gDFT with 6-31G** Gaussian basis set.62

Table 2. Interatomic Distances and Bond Angles of the Strained Silica Dimer and Experimental Values from Bulk Amorphous
Silica

AIMD ReaxFF-Fogarty ReaxFF-2015 Expt.

Property Dimer Surface Dimer Surface Dimer Surface Silica

Si−O dist. (Å) 1.69 (0.07) 1.66 (0.13) 1.59 (0.09) 1.56 (0.08) 1.57 (0.10) 1.58 (0.09) 1.61b

O−O dist. (Å) 2.81 (0.15) 2.68 (0.20) 2.70 (0.45) 2.56 (0.29) 2.68 (0.42) 2.58 (0.30) 2.65c

O−H dist. (Å) 0.97 (0.06) 1.01a (0.08) 0.97 (0.07) 0.99a (0.07) 0.98 (0.07) 1.01a (0.08) 0.98d

Si−Si dist. (Å) 2.39 (0.09) 2.42 (0.09) 2.82 (0.08) 2.83 (0.06) 2.76 (0.06) 2.80 (0.08) 3.1e

Si−O−Si angle (deg) 91 (4) 91 (4) 106 (5) 105 (6) 104 (6) 103 (6) 144c

152f

O−Si−O angle (deg) 89 (4) 89 (4) 74 (5) 74 (4) 76 (5) 76 (6) 109.4c

Si−O−H angle (deg) 117 (13) 117a (17) 108 (8) 112a (9) 124 (9) 123a (7) 118.1g

aFrom Si−OH located on internal surfaces of nanoporous silica. bNeutron diffraction.57 cElectron diffraction.58 dElecton diffraction.59 eLarge angle
X-ray scattering.60 fNeutron diffraction.61 gDFT with 6-31G** Gaussian basis set.62
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O bond breakage in a strained silica dimer using ReaxFF-2015,
within the range of previous investigations.
DFT climbing image nudged-elastic-band (NEB) simulations

were performed to identify the activation energies for the
breakage of strained and unstrained Si−O bonds. NEB
methods are used to identify the minimum energy path
(MEP) between initial and final states, with the transition state
(or saddle point) identified as the highest energy structure
along the MEP.69 The NEB simulations used the same
parameters as the AIMD simulations, including exchange-
correlation functional, basis set, and energy cutoff with a k-
spring coefficient of 0.05. The steps of the reaction were
identified from the breaking of strained and unstrained silica
dimers used in the parametrization of the ReaxFF-2015 force
field. The reaction pathways for water reaction with silica
dimers through the use of the ReaxFF force fields were
obtained from ref 36, which had been calculated through DFT
simulations with a B3LYP functional and a 6-311G(d,p) basis
set. From these coordinates, the energy for each point using the
ReaxFF potentials was calculated and used to identify the
energy barriers for the reaction. This method was selected to be
consistent with the work done by Yeon and van Duin in the
parametrization of the ReaxFF-2015 force field. The reactions
between the water molecule and the silica dimers are included
in Figure 3a and Figure 3b for the strained and unstrained
dimers, respectively.
The ability of the AIMD methods to replicate the bond

breakage properties in the ReaxFF and DFT simulations

implemented by Yeon and van Duin can be identified through
an analysis of the activation energies for Si−O bond breakage.36

From the NEB simulations, the strained siloxane bond
activation energy is 25.1 kcal/mol (1.09 eV) (Figure 4a),

within the energy range of other computational studies (Table
3). The 25.1 kcal/mol (1.09 eV) activation energy in the AIMD

Table 3. Activation Energies for Siloxane Bond Breakage in a
2-Ring Defect Structure by Classical MD and ab Initio
Simulation Methods

Author Ea (kcal/mol) System Method ref.

This work (AIMD) 25.1 Dimer DFT
Yeon and van Duin 20.1 Dimer DFT 36

20.1 Dimer Classical MD
ReaxFF-2015

−8.1 Dimer Classical MD
ReaxFF-Fogarty

Rimola and Uglinego 24.9−29.3 Cluster DFT 15
Walsh, Wilson, and

Sutton
16.4−25.6 Cluster DFT 43

Masini and
Bernasconi

7.4−25.4 Bulk
surface

CPMDa 44

Mischler et al 20.8 Bulk
surface

CPMDa 45

Du et al. 9.5 Bulk
surface

QM/MM 67

aCarr-Parrinello molecular dynamics.

Figure 3. Sketches of reactions between water and (a) strained and (b) unstrained silica dimers.

Figure 4. (a) Energy barrier for the breakage of strained Si−O bonds
in silica dimers by water and (b) snapshot of the transition state for the
reaction from NEB AIMD simulations. Colors: red (oxygen), yellow
(silicon), white (hydrogen).
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simulations is ∼4.6 kcal/mol (0.2 eV) higher than in the
ReaxFF simulations, which may be due to differences in
reaction mechanisms between the different methods.
The transition state for the reaction between a water

molecule and the strained silica dimer is included in Figure 4b.
It occurs during the transfer of a hydrogen atom from the
absorbed water molecule to a bridging oxygen (BO), and it is
consistent with the transition states from previous DFT
calculations.36 The ReaxFF-2015 simulations exhibit a small
prepeak of ∼11 kcal/mol (0.5 eV) along the reaction pathway,
which is associated with the bonding of the water to a silicon,
forming an overcoordinated silicon defect. Previous inves-
tigations of silica−water energy barriers in cluster calculations
identified peaks associated with different phases of the reactions
and which are more pronounced in basic systems.15,70 The
relative height of the prepeak in the ReaxFF-2015 simulations
may indicate an added stability in the 2-Ring defect structure
between the different simulation methods.
The similarities in the activation energy and transition state

for water reaction with a strained silica dimer indicate that
AIMD methods can be used for large complex simulations of
water−silica interactions and provide insight into the accuracy
of the ReaxFF force fields.
3.3. Two-Membered Ring Defect Removal Mecha-

nisms in Nanoporous Silica. Reaction energies for strained
siloxane bonds are found to vary with reaction mechanism and
position of the strained Si−O bonds in the system. This is due
to kinetic limitations, which affect the accessibility 2-Ring defect
sites by one or more water molecules in the reaction.
Experimental reaction rates suggest that, regardless of the
reaction mechanism, 2-Ring defects are removed from surfaces
through the formation of silanol groups within the first few
seconds of the surface being in contact with the atmosphere.4

In computational time frames (<1 ns), 2-Ring defects have
some stability due to their high activation energies relative to
the energy gain associated with their removal.
Figure 5 demonstrates the varying stability of 2-Ring

structures across all the hydrated nanoporous silica systems
investigated. Different rates of 2-Ring removal occurred
depending on the computational methods used. The AIMD
simulations exhibit an almost 50% reduction in 2-Ring

concentrations within the first 30 ps of the simulation (Figure
5), while the ReaxFF simulations require more than 100 ps of
simulation time to exhibit the same reduction in 2-Ring defect
concentration. Therefore, AIMD simulations are more reactive,
and the ReaxFF potentials require ∼4−5 times as much
simulation time to develop comparable 2-Ring defect
concentrations. Simulating the systems for longer time frames,
including up to 2 ns, did not result in further reduction in 2-
Ring defect concentrations.
The complex nanoporosity of the silica structure may also be

a factor in limiting removal of 2-Ring defects. First, the 2-Ring
defect must be accessible to allow for the formation of one of
the intermediate defects necessary for bond breakage. 2-Ring
defects have been identified as a surface defect26 and should
therefore be water accessible on flat surfaces. The curved
surfaces in nanoporous systems are more complex, and
previous classical MD simulations have suggested that 2-Ring
defects on concave surfaces can experience increases in energy
barriers for removal.23 Increased energy barriers are attributed
to interactions between the water molecules and the side of the
concave silica surface, limiting the movement of water
molecules into the position required to break the Si−O
bond. While the location of the defects may explain why only
50% of the 2-Ring defects are removed from the nanoporous
silica systems, it does not explain why the rate of defect removal
is different between the simulations methods. The mechanisms
which are responsible for the removal of 2-Ring defects provide
insight into this process.
Previous first-principles calculations have shown two differ-

ent mechanisms responsible for the 2-Ring breakage in water−
silica systems.44 The most common is the absorption of a water
molecule onto one of the silicon atoms, causing the formation
of a five-coordinated silicon (Si5) defect (Si−OH2). Eventually,
Si−O bond breakage leads to removal of the 2-Ring defect
structure. Of the 14 2-Ring defect reactions which occur in the
AIMD simulations, all of them are the result of this mechanism.
Previous ab initio simulation studies have identified similar
mechanisms, and a detailed analysis is summarized in ref 13.
When only a single water molecule is present, a hydrogen from
the absorbed water molecule can be transferred to the
nonbridging oxygen (NBO) formed from the Si−O bond
scission. Alternatively, when two or more water molecules are
present, a hydrogen is transferred through the water to
terminate the NBO.
The second reaction mechanism of 2-Ring defect removal

includes the absorption of a hydrogen onto one of the BO. The
absorbed hydrogen causes the simultaneous generation of a
silanol during Si−O bond scission.44 The breakage of a Si−O
bond by absorption of a hydrogen onto a BO has an activation
energy of ∼7.4 kcal/mol (0.32 eV) for the entire defect. The
formation of a Si5 intermediate defect has an activation energy
of only 2.5 kcal/mol (0.11 eV), despite the entire reaction
mechanism, including Si−O bond breakage, having an
activation energy of 25.4 kcal/mol (1.10 eV). As a result, Si5

defects are preferentially formed. Therefore, the mechanisms
which include Si5 formation as an intermediate defect are more
common.44

When 2-Ring defects are removed in the ReaxFF simulations,
the most common reaction mechanism is a combination of the
two discussed above. It includes the formation of both a Si5

intermediate defect and the absorption of a hydrogen onto a
BO. Absorption of the hydrogen results in an extension of the
Si−O bond from ∼1.6 Å to ∼2.2 Å and an expansion of the Si−

Figure 5. Concentration of 2-Ring defects structures (#/Si) in the
hydrated nanoporous silica systems.
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O−Si bond angle to ∼125°. The changes in the bond angles
and distances may relieve strain in the defect, creating energetic
drive for the absorption of a hydrogen onto a BO.
Snapshots of a combined reaction for 2-Ring defect removal

in ReaxFF simulations are included in Figure 6a−e.

In Figure 6 the Si5 intermediate defect is formed from the
absorption of a water onto a silicon (Figure 6b). Shortly after, a
hydrogen breaks off (Figure 6c). This is followed by the
absorption of a hydrogen onto one of the BO (Figure 6d).
Eventually the Si−O bond breaks, resulting in the formation of
two vicinal silanols (Figure 6e). The lifetimes and formation
order of the two intermediate defects is variable, and in some
cases, the hydrogen absorbs onto the BO before the formation
of the Si5 defect. Figure 7 demonstrates the long lifetimes of the
intermediate defect structures in three of the 2-Ring defect
removal reaction mechanisms which occur in the first 30 ps of
the simulation. For simulations which used the ReaxFF-Fogarty
potential, two of the three reactions exist for longer than 30 ps,
indicating the high stability of the intermediate structures. In
the ReaxFF-2015 simulations, the lifetimes of the intermediate
defects are shortened, particularly when both intermediate
defects, hydrogen absorbed onto a BO and the Si5 defect, are
present. Select ReaxFF simulations were run for longer time
frames, and intermediate defects can exist for hundreds of
picoseconds. In the AIMD simulations, intermediate defect
lifetimes are less than 1 ps, indicating this is what causes the
stability of the 2-Ring defects in the ReaxFF simulations.
For the 2-Ring defect to be removed in the ReaxFF

simulations, both the Si5 intermediate defect and the absorption
of a hydrogen onto a BO must be present before Si−O bond
scission. This may be due to the inclusion of the reaction
pathway in the ReaxFF-2015 parametrization which contains
both intermediate defect structures, as seen in the snapshot of
the transition state in Figure 4b, creating a thermodynamic
drive for their formation. The incorporation of the trajectory
for 2-Ring defect removal in the ReaxFF-2015 parametrization

has resulted in an improved reaction mechanism compared to
AIMD simulations.

3.4. Stability of Three-Bonded Oxygen Defects in
Nanoporous Silica. During the formation of the nanoporous
silica structures, a number of high energy defects are generated.
These include under bonded silicon (Si3), NBO, and the
aforementioned ring structure defects. Another rarely occurring
defect is the three-bonded oxygen (TBO) or oxygen tricluster,
which occurs when an oxygen is bonded with three network
formers in glasses. In the nanoporous silica systems studied
here, low concentrations of TBO (<1%) were identified (Figure
8a).
TBO is known to occur in other amorphous oxide systems,

such as sodium aluminosilicates, with concentrations as high as
30%.71,72 Classical MD simulations on sodium aluminosilicates
noted that the oxygen in the TBO were always bonded to a
minimum of one aluminum atom.71 This is due to TBO acting
as a charge compensating mechanism for a lack of Na+ to
neutralize the NBO in an AlO4 tetrahedron.71 TBO bonded
exclusively to silicon did not occur.71 In nanoporous silica
systems, the TBO defect is unstable and should be removed
quickly in both AIMD and ReaxFF simulations.
In the AIMD simulations, TBO are stable for the first 20 ps,

with a consistent decrease in their concentration with time
(Figure 8a). TBO are more stable in simulations using the
ReaxFF-Fogarty potential with increasing concentrations after
15 ps (Figure 8a). The ReaxFF-2015 parametrization is an
improvement over the ReaxFF-Fogarty version, with lower
concentration of TBO, which decrease with time.
Examination of the location of the TBO indicates that they

occur primarily as part of a 2-Ring defect (Figure 8b), also
identified in classical MD simulations.73 Therefore, their
removal can be attributed to decreases in 2-Ring defects as
well as TBO from the system. Stable TBO in pure silicate
systems simulated with ReaxFF may be due to the decrease in
energy associated with perturbation of the 2-Ring structure.
The Si−O−Si bond angle expands from ∼105° to ∼125°, and
the Si−O bond distances increase to ∼2.2 Å, relieving strain in
the defect. The mechanism for TBO removal does not require a

Figure 6. Snapshots of the (a) initial and (b−d) intermediate defect
structures and (e) final structure during the breakage of a 2-Ring
defect in a 67% hydrated nanoporous silica system simulated using the
ReaxFF-2015 potential. Colors: red (oxygen), yellow (silicon), white
(hydrogen).

Figure 7. Lifetimes of the intermediate defect structures in the 2-Ring
defect reaction mechanisms in nanoporous silica simulated using
ReaxFF-Fogarty and ReaxFF-2015 classical MD potentials. All
reactions occurred in the first 30 ps of the simulation.

The Journal of Physical Chemistry C Article

DOI: 10.1021/acs.jpcc.6b07939
J. Phys. Chem. C 2016, 120, 24803−24816

24810

http://dx.doi.org/10.1021/acs.jpcc.6b07939
http://pubs.acs.org/action/showImage?doi=10.1021/acs.jpcc.6b07939&iName=master.img-006.jpg&w=239&h=203
http://pubs.acs.org/action/showImage?doi=10.1021/acs.jpcc.6b07939&iName=master.img-007.jpg&w=235&h=197


water molecule to facilitate the reaction, and is caused by a
thermodynamic drive to decrease the energy of the system.
The ReaxFF-2015 force field resulted in faster removal of the

TBO defects, an improvement over the ReaxFF-Fogarty force
field and more consistent with the AIMD simulation results.
3.5. Hydroxylation Rates in Nanoporous Silica. The

hydroxylation rates of the internal surface area of the
nanoporous silica structures provide insight into the dynamics
of the water−silica interface. The silanol concentration on silica
surfaces is ∼4.6/nm2 due to the termination of coordination
and ring structure defects.26 After 30 ps of AIMD, the
nanoporous silica has a final silanol concentration of 1.37 ±

0.05 silanol/nm2. The silanol concentration is significantly
lower than the experimental value reported for hydroxylation of
a flat surface and ∼0.1−0.2 silanol/nm2 higher than the ReaxFF
simulations (Table 4). Due to the relatively short time frames
of the simulations and the complexity of the internal surface
area, the system is unable to be fully hydroxylated. Previous
studies indicated that between 50 and 500 ps of AIMD
simulation time is required for the hydroxylation of nanoporous
silica systems depending on the porosity.13 Due to the longer
simulation times required for comparable 2-Ring defect
removal in the ReaxFF simulations, it is estimated that full
hydroxylation would require tens of nanoseconds of simulation
time or more.
Reaction rates were calculated using a first order reaction rate

equation to describe the hydroxylation behavior in computa-
tional and experimental systems.4,5,13 The reaction rate is
described by eq 3, with C(t) as the silanol concentration at t =
0.03 ns (30 ps), C0 as the concentration at the beginning of the
MD simulation time, t as the elapsed time (0.03 ns), and k as
the reaction rate:5

=C t C e( ) o
kt

(3)

The hydroxylation rate of 17.0 silanol/ns for the AIMD
simulation is higher than the values of 8.7 and 10.7 silanol/ns
for the ReaxFF-Fogarty and ReaxFF-2015 simulations,
respectively. The reparametrization of the ReaxFF force field
appears to have increased the hydroxylation rate for the
ReaxFF-2015 systems, which results in an improvement relative
to the AIMD results.
The result is unexpected, since there was an increase in the

activation energy for the removal of 2-Ring defects, which
affects the silanol concentration. Hydroxylation rates are also
dependent on the termination or removal of defect species. An
analysis of changing defect concentrations with time highlights
varying defect stability in the nanoporous silica structures.
Defect concentrations are broken down into coordination

defects (Si3, Si5, NBO) and ring structure defects (2-Ring and
3-Ring defects), and are included in Figure 9. The decreasing
concentration of coordination defects in the structure is well
represented by both ReaxFF force fields and is in close
agreement with the AIMD simulations (Figure 9a). This
indicates that the initial rate of hydroxylation is consistent
between the AIMD and ReaxFF simulations. There is little
tendency to maintain the coordination defects in the structure
beyond the low levels of TBO which were discussed previously.
The AIMD simulations have more reactive ring structure

defects, resulting in a greater decrease in 2-Ring and 3-Ring
defect concentrations with time. The ReaxFF-2015 potential
exhibits higher 3-Ring defect removal with time compared with
the ReaxFF-Fogarty force field (Figure 9b). Overall, the
ReaxFF-Fogarty and ReaxFF-2015 potentials result in similar

Figure 8. (a) Concentration TBO defects in the hydrated nanoporous
silica systems simulated using AIMD or classical MD simulations. (b)
2-Ring defect through the formation of a TBO defect in the hydrated
nanoporous silica systems. Colors: red (oxygen), yellow (silicon),
white (hydrogen).

Table 4. Silanol Concentration with Time for Hydrated Nanoporous Silica Systems Using AIMD Methods and Classical MD
Potentialsa

Reaction Rate (silanol/ns)

Time (ps) 0 10 20 30 100 250 500 t = 0.03 ns t = 0.5 ns

AIMD 0.87 ± 0.09 1.32 ± 0.06 1.33 ± 0.05 1.37 ± 0.05 N/A N/A N/A 17.00 ± 3.37 N/A
ReaxFF-
Fogarty

0.87 ± 0.09 1.08 ± 0.09 1.10 ± 0.09 1.10 ± 0.09 1.21 ± 0.07 1.29 ± 0.10 1.31 ± 0.10 8.70 ± 2.09 0.87 ± 0.13

ReaxFF-2015 0.87 ± 0.09 1.08 ± 0.08 1.08 ± 0.08 1.16 ± 0.08 1.32 ± 0.07 1.35 ± 0.07 1.34 ± 0.06 10.70 ± 2.13 0.97 ± 0.18

aError bars are the standard error.

The Journal of Physical Chemistry C Article

DOI: 10.1021/acs.jpcc.6b07939
J. Phys. Chem. C 2016, 120, 24803−24816

24811

http://dx.doi.org/10.1021/acs.jpcc.6b07939
http://pubs.acs.org/action/showImage?doi=10.1021/acs.jpcc.6b07939&iName=master.img-008.jpg&w=239&h=361


hydroxylation rates, which slight improvements in the 3-Ring
removal rate in the ReaxFF-2015 version, compared to the
AIMD simulations.
3.6. Water Diffusion in Nanoporous Silica. An

important aspect of water−silica interactions is the diffusion
of water molecules through the nanoporous silica structure.
Changing diffusion rates have a significant effect on the reaction
rate, since water molecules diffuse to coordination or 2-Ring
defects before they are terminated or removed. The constraints

of the nanoporous silica on the dynamics of the water
molecules affect the movement of water through the system.
Several previous studies using NMR7,74,75 and differential

scanning calorimetry76 identified a region of frozen or
structured water next to silica surfaces. This region of kinetically
limited water results in slower atomic movement and diffusion
compared to bulk values. Simulations suggest the interfacial
region extends a minimum of 10 Å into the liquid.10,77,78 Based
on this criterion, nearly all of the water molecules in the
nanoporous silica studied here would be considered interfacial
water. Therefore, the diffusion coefficient of water in the
nanoporous silica is expected to be lower than in pure water
due to nanoconfinement effects. The monolayer of water
molecules adjacent to the silica surface experience almost no
diffusion due to the formation of a hydrogen bonding network
between the water molecules and surface silanol groups.79 In
subsequent layers farther from the surface, increasing diffusion
of the water molecules occurs along with less orientation of the
water molecules.80 As more free space is introduced into the
system, the diffusion coefficient is expected to increase, since a
lower percentage of the water molecules exist in the interfacial
region.
Diffusion coefficients were calculated from the 30,000 steps

recorded during the 30 ps simulation of the hydrated
nanoporous silica systems. A mean squared displacement
(MSD) was calculated using eq 4, where xi(0) is the position
of particle i at time = 0, xi(t) is the position of particle i at t =
time, and n is the number of particles in the system.81

∑= ⟨ | − | ⟩
=

MSD
n

x x t
1

(0) ( )
i

n

i i
1

2

(4)

Using the MSD, the diffusion coefficient can be calculated
from the Einstein diffusion equation in eq 5.81

= | − |→∞D
d
dt

x x t
1
6

lim (0) ( )t (5)

The different atomic species are separated by their bonding
environments to allow for the identification of changing
diffusion rates between atomic species. Several previous
investigations of water diffusion have separated the hydrogen
atoms and oxygen atoms in water molecules for analysis to
identify the level of disassociation of the water molecule during
the diffusion process or to calculate electrical conductiv-
ity.33,82,83 By separating the hydrogen and oxygen atoms, the
relative diffusion of each species can be identified, indicating if
faster hydrogen atom transport occurs in the hydrated
nanoporous systems.
Table 5 indicates that the diffusion coefficients for both the

hydrogen and oxygen atoms which compose the water

Figure 9. Concentration of (a) coordination defects (Si3, Si5, NBO)
and (b) three-membered ring structure defects with time. Error bars
are the standard error.

Table 5. Diffusion Coefficients (10−9 m2/s) of Hydrogen and Oxygen in the Water Molecules in the Hydrated Nanoporous
Structures Reported as the Average of Three Simulations with the Standard Error

AIMD ReaxFF-Fogarty ReaxFF-2015

Porosity (%) DH DO DH-DO DH DO DH-DO DH DO DH-DO

31 0.47 ± 0.04 0.40 ± 0.06 0.07 ± 0.04 0.34 ± 0.06 0.25 ± 0.04 0.09 ± 0.03 0.40 ± 0.03 0.27 ± 0.01 0.13 ± 0.07
42 0.39 ± 0.11 0.27 ± 0.09 0.12 ± 0.04 0.69 ± 0.11 0.53 ± 0.14 0.16 ± 0.04 0.49 ± 0.04 0.33 ± 0.03 0.16 ± 0.05
52 0.50 ± 0.09 0.32 ± 0.04 0.18 ± 0.11 0.78 ± 0.13 0.65 ± 0.15 0.13 ± 0.08 0.75 ± 0.06 0.63 ± 0.07 0.12 ± 0.02
60 0.60 ± 0.08 0.50 ± 0.07 0.09 ± 0.02 1.08 ± 0.10 0.95 ± 0.09 0.13 ± 0.04 1.01 ± 0.09 0.86 ± 0.09 0.15 ± 0.02
67 0.49 ± 0.03 0.40 ± 0.03 0.08 ± 0.01 1.22 ± 0.11 1.05 ± 0.11 0.17 ± 0.02 1.18 ± 0.22 1.01 ± 0.17 0.17 ± 0.09
100 (H2O) 3.13 ± 0.03 2.94 ± 0.02 0.19 ± 0.01 2.73 ± 0.38 2.59 ± 0.35 0.14 ± 0.03 2.90 ± 0.73 2.82 ± 0.72 0.09 ± 0.03
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molecules are lower than in bulk systems (Table 5). Decreased
water diffusion is due to the formation of the aforementioned
hydrogen bonding network which limits atomic movement. In
classical MD simulation using ReaxFF, diffusion coefficients
increase with increasing porosity, since a lower percentage of
the water molecules are within the first monolayer adjacent to
the silica surface (Figure 10a). The AIMD simulations also

exhibit increasing diffusion coefficients with increasing porosity,
but the trend is not as clear. This may be due to the higher
concentration of silanol groups on the surface in the AIMD
simulations, resulting in the formation of a stronger hydrogen
bond network. Previous classical MD simulations have noted
that hydrophobic surfaces with a few silanol groups experience
less trapping of water molecules, while hydrophilic surfaces
develop transient binding between the water and the silanol
groups, limiting diffusion.84,85

Separate from overall diffusion rates, hydrogen atoms appear
to diffuse faster than the oxygen atoms and are consistent
across all simulation methods. The difference in the hydrogen
diffusion coefficient (DH) relative to the oxygen diffusion
coefficient (DO) is included in Figure 10.b. In bulk water, both
atomic species diffuse at similar rates, indicating a low level of
disassociation, which is consistent with previous ReaxFF

studies.33 In the nanoporous silica systems hydrogen diffuses
10−30% faster than the oxygen. Several features of the
simulation could be causing this trend. The first is that when
diffusion of the entire water molecule is limited, the water
molecule may disassociate into hydrogen and hydroxides to
allow for diffusion through small spaces. In this case the
lightness of the hydrogen relative to the hydroxide may result in
increased average diffusion of the hydrogen atoms in the
system. Bakos et al. suggested a similar mechanism for
movement of water through small membered rings.86

Alternatively, diffusion of hydrogen atoms to terminate NBO
defects in the system may result in an increased hydrogen
diffusion coefficient. When the water molecules react with the
unhydroxylated surface, both Si3 and NBO coordination defects
are terminated. Previous studies have indicated a slight
preference for Si3 bond termination compared to NBO,
creating a temporary increase in hydrogen atoms in solution
before diffusion allows for termination of the NBO defect.20,87

Additionally, previous AIMD analysis of the breakage of 2-Ring
defects found that diffusion of hydrogen atoms to terminate the
NBO defects occurs, especially in systems with multiple water
molecules involved in the reaction.13 Finally, analysis of
hydrogen hopping in bulk water through the use of
dissassocaitve water potentials finds that when hydrogen is
bonded strongly to oxygen in a water or hydronium molecule,
the diffusion is controlled by the heavy oxygen atoms.22,88

During hydrogen transfer events, there is an increase in the
diffusion until a new complete water molecule is formed.
Diffusion coefficients for proton exchange in bulk water of 9.32
× 10−9 m2/s have been identified through both computational
and experimental investigations.89 The increased DH values for
hydrogen involved in transfer events may account for the
relative DH/DO values in Table 5.
Additionally, the difference in DH and DO values decreases as

the porosity increases for the ReaxFF-Fogarty and ReaxFF-
2015 classical MD simulations. This suggests that as more free
space becomes available, diffusion of the entire water molecule
is taking place, rather than disassociation or hydrogen transport
to allow for atomic movement throughout the system.
Further analysis of the mechanisms of water diffusion

through nanoporous silica systems and along complex
interfaces would benefit the understanding of the kinetics of
hydroxylation and siloxane bond breakage.

4. CONCLUSIONS

Through application of ReaxFF based classical and ab initio
molecular dynamics simulations, the interactions between water
and the complex internal porosity in nanoporous silica were
investigated. Two versions of the ReaxFF potentials (ReaxFF-
Fogarty and ReaxFF-2015) were compared with the AIMD
simulations to identify differences in localized structure,
activation energy barriers, reaction mechanisms, and diffusion
coefficients.
Structural comparisons indicate that both ReaxFF para-

metrizations do an excellent job of simulating the short-range
order of the water molecules and SiO4 tetrahedron in
unstrained silica dimers. In the strained 2-Ring defect
structures, the contraction of the O−Si−O and Si−O−Si
bond angles to 75° and 105°, respectively, forms a
rhombohedral 2-Ring defect. The 2-Ring defect structures
from other two-bodied potentials48 or AIMD simulations form
more symmetric structures with O−Si−O and Si−O−Si bond

Figure 10. (a) Diffusion coefficient for water molecules, separated into
hydrogen and oxygen atoms; (b) percent difference in DH and DO
values in hydrated nanoporous silica systems. The error bars are the
standard error.
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angles of ∼90°, and as a result, small differences in strain may
occur.
For siloxane bond breakage, complex multistep reaction

mechanisms consisting of the formation of two different
intermediate defects of five coordinated silicon and hydrogen
bonded to bridging oxygen occur in the ReaxFF simulations
during the removal of 2-Ring surface defects. Similar
mechanisms were observed in AIMD simulations, but the
latter has a higher reaction rate as compared to those using
ReaxFF. The development of the intermediate defects affects
the lifetimes of the 2-Ring defects and hydroxylation rates.
Additionally, water molecules in the nanoporous silica exhibit

lower diffusivity relative to bulk water, possibly due to
nanoconfinement effects as a result of the nanoporous silica
structures. The confined water molecules also show increased
hydrogen diffusion as compared to oxygen, suggesting more
pronounced hydrogen transport when water is confined.
Comparison of the simulation results using the two ReaxFF

parametrizations with the AIMD results identifies improve-
ments in the reaction mechanisms, hydroxylation rates, defect
concentrations, and activation energies for Si−O bond scission
in the most recent version of the ReaxFF Si/O/H potential by
Yeon and van Duin.36 The new parametrization is recom-
mended for the study of water−silica reactions over the
ReaxFF-Fogarty parametrization, especially when the system
contains 2-Ring defects, highly strained Si−O bonds, or
complex coordination defects.
Inclusion of AIMD simulation results into parametrization of

classical MD force fields provides important validation and
input into force field development beyond the conventional
static energy and barrier calculations which are currently
implemented. Due to the complexities associated with
introducing more complex and dynamic data into the potential
development process, there is a significant need for the creation
of algorithms for including AIMD results into empirical force
field development efforts.
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Atomistic computer simulations of water interactions and
dissolution of inorganic glasses
Jincheng Du1 and Jessica M. Rimsza 1,2

Computer simulations at the atomistic scale play an increasing important role in understanding the structure features, and the
structure–property relationships of glass and amorphous materials. In this paper, we reviewed atomistic simulation methods
ranging from first principles calculations and ab initio molecular dynamics (AIMD) simulations, to classical molecular dynamics (MD),
and meso-scale kinetic Monte Carlo (KMC) simulations and their applications to study the reactions and interactions of inorganic
glasses with water and the dissolution behaviors of inorganic glasses. Particularly, the use of these simulation methods in
understanding the reaction mechanisms of water with oxide glasses, water–glass interfaces, hydrated porous silica gels formation,
the structure and properties of multicomponent glasses, and microstructure evolution are reviewed. The advantages and
disadvantageous of these simulation methods are discussed and the current challenges and future direction of atomistic
simulations in glass dissolution presented.
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The corrosion or degradation of glasses in aqueous solutions are
critical in a number of engineering and technological processes
ranging from microelectronic packaging, glass reaction chambers,
and the immobilization of nuclear waste materials, as well as in
healthcare and biomedical fields such as dissolution of inhaled
glass fibers and bioactive glasses for biomedical applications. In
particular, immobilizing radioactive waste in borosilicate glasses is
widely accepted as a preferred method to treat nuclear waste
materials generated from civilian and military sources. This
process, also known as vitrification, is a critical component of
the cycle of nuclear energy to combat global environmental and
energy challenges. Researchers from around the world have
extensively invested in understanding glass corrosion in an effort
to predict the long-term stability and release rate radionuclides to
the environment during nuclear waste storage.1,2

Various mechanisms for glass corrosion have been proposed
and despite intensive experimental investigations with advanced
characterization techniques results are unclear. It is generally
accepted that the corrosion of glass consists of a set of complex
processes including hydration, hydrolysis, and ion-exchange that
are coupled during glass dissolution. The initial stage is inter-
diffusion of proton or hydronium ions from the solution with
sodium or other alkali ions in the glass.3 This is followed by the
hydrophilic attack of water on the Si-O-Si or Si-O-Al linkages that
lead to hydroxylation of the silicate glass network. The remaining
hydrolyzed glass skeleton then undergoes condensation and
repolymerization to form the hydrated nanoporous silica rich gel
layer which can be protective, decreasing dissolution to a residual
rate.4–6 The morphology of the gel layer, such as thickness, pore
structure, and chemical composition, depends on the original
glass composition and the pH, temperature, and composition of
the solution. The resulting alteration layer is thus composed of an
inter-diffusion region, an amorphous hydrated layer, and the

crystalline reaction product layer schematically shown in Fig. 1.7 A
more accurate picture of the regions has been obtained by
advanced characterization techniques such as atom probe
tomography on corroded glasses8,9 so that the nature of the
alteration layer and related interface morphology can be more
clearly understood.
Despite progress of experimental investigations of glass

dissolution using advanced characterization methods such as
atom probe tomography, high-resolution transmission electron
microscopy, nano-secondary ion mass spectrometry (nanoSIMS),
nuclear magnetic resonance spectroscopy (NMR), sum-frequency
generation etc., it is still challenging to study detailed reaction
mechanisms, hydrated glass and gel layers structure with nano-
and mirco-porosity, as well as kinetic and transport behaviors.
Atomistic computer simulations can provide detailed mechanistic
information to refine our understanding of glass dissolution and
shed light on key processes that control dissolution behaviors.
Figure 2 shows the multiscale simulation approaches in materials
modeling, which consists of methodologies ranging from
quantum mechanics, to atomistic/molecular level simulations, to
mesoscale and macroscale methods. At the longest time and
length scales are continuum simulations that include finite
element analysis, fluid dynamics, and reaction rate calculations
based on rate theories.
Such higher scale models are extremely valuable, particularly on

more applied aspects of research such as predicting the response
of glass to long-term geological disposal. For example, Grambow
and Müller initially proposed that the dissolution rate of glass is
controlled by the level of silica saturation in the solution and can
be described by first order rate law on the foundation of chemical
reaction affinity of equilibrium thermodynamics and transition
state theory.10,11 Further development resulted in the formation of
the GRAAL model (Glass Reactivity with Allowance for the
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Alteration Layer) of nuclear waste glass dissolution, which include
the formation of a passivating reactive interphase (PRI) formed
through hydrolysis and condensation in the hydrated gel
layer.3,4,12 The PRI has been identified as a barrier to water
transport into the glass and solvated ions into the solution,
resulting in transport inhibition effect on glass alteration. While
evidence of PRI is limited, Gin et al.13 used nanoSIMS to identify a
dense region 0.5 micron thick between the glass and gel regions,
reported to be the first direct evidence of PRI from experiment.
While analytical models are critical to developing an under-
standing of long-term glass dissolution model, atomistic simula-
tions are also extremely powerful in highlighting the reaction
mechanisms, structural, and compositional differences, which
control dissolution at the small scale and have compounding
effects on large scale systems over long time frames.
This review will focus on atomistic scale simulations ranging

from electronic, atomistic, and mesoscale methods. In order of
decreasing accuracy and increasing computational efficiency,
quantum mechanical (QM) simulation methods, classical molecu-
lar dynamics (MD) simulations, and kinetic Monte Carlo (KMC)
methods have all be extensively applied to understanding the
mechanisms and process, which control glass dissolution. Details
of these methods, including the advantages, disadvantages, and
recent successes in the field of glass dissolution by the use of first-
principles (ab initio), classical MD, and KMC simulation methods
are discussed in subsequent sections. These include the QM level
static transition state first principles simulations to identify the
detailed water–glass reactions and fully dynamic simulations using
ab initio MD simulations. Furthermore, classical MD simulations
using empirical potentials to study multicomponent borosilicate
glasses, silica–water interfaces and fully hydrated nanoporous
silica structures will be reviewed. Additionally, future challenges
and opportunities for simulations to provide added insight into
the mechanisms and processes of glass dissolution are included.

FIRST-PRINCIPLES-BASED SIMULATIONS OF GLASS–WATER
INTERACTIONS
Interactions and reactions in the water–silica system
First principles calculations provide the most accurate energies
and forces and thus the most reliable reaction pathways and
energetics for water–silica interactions. However, due to the high
computational cost to solve time independent Schrödinger
equation of electrons, approximations must be used. For liquid
water and water–solid interactions, density functional theory (DFT)
is the mostly widely used approximation. Earlier first principles
calculations used cluster models that consists of a small group of
atoms with hydrogen saturated dangling bonds to represent a
surface or bulk material.14,15 Due to localized charge transfer,
cluster calculations provided reasonable analog to real situations

but often constrain surface or bulk effects.16 Only in recent years
has computational efficiency increased to allow for simulation of
surfaces and water–solid interfaces.17 Recent calculations have
also considered the effect of pH on the reaction energy barriers to
break covalent network former–oxygen–network former
linkages.18,19

In silicate glass dissolution, silica is the most durable component
due to the stable siloxane bonds that form the backbone of the
glass network, thus breakage of the Si–O–Si linkages is considered
a rate limiting step.20 DFT-based first principles calculations have
been widely used to investigate the reaction mechanisms and
energies for hydrolysis of the siloxane bonds (Eq.1).

� Si � O� Si �ð Þ þ H2O ! 2 Si � OHð Þ (1)

Due to its high strain energy, two-membered ring (2-Ring)
defects, two SiO4 tetrahedron connected though edge sharing, are
often selected for investigation of reaction mechanisms.14,16,21,22

Two different reaction mechanisms for siloxane bond breakage
were proposed by Masini and Bernasconi (Fig. 3).22 The first
involves an oxygen atom in a water molecule creating a short
lived pentacoordinated silicon defect (Si5), which causes siloxane
bond rupture and the transfer of a proton to the non-bridging
oxygen formed during bond breakage, forming two silanol groups
(outlined in Fig. 3).23 In the second mechanism, one of the two
hydrogen in the water molecule bonds with a bridging oxygen,
forming a protonated bridging oxygen, causing siloxane bond
breakage and disassociation of the water molecule through
formation of two silanol groups. The first reaction, which includes
the formation of a Si5 intermediate defect, has been the most
commonly reported. Energy barriers for the breakage of 2-Ring
defects are between 0.3–1.27 eV, and vary with simulation method
and cluster size.14,15,22 Differing energetics of the formation of the
intermediate defect, either Si5 or protonated bridging oxygen, are
credited with preference for Si5 reaction mechanism.22 Silica
linkages with defects in the local coordination environment are
even more reactive with undercoordinated silicon decreasing the
siloxane energy barrier by ~ 0.3 eV.15 This work highlighted the
variability in the siloxane bond energies, and that selective bond
breakage can alter the structure of interfaces and gel structures.
While the above analysis focuses on siloxane bonds in clusters

or flat surfaces, surface curvature also can affect both accessibility
of defects and the stress state of the surface siloxane bonds.24 Due

Fig. 1 Regions alteration layer (not to scale) of glass after corrosion
(reprinted from ref. 7 Copyright 2010, with permission from Elsevier)

Fig. 2 Multiscale simulation methods and applications to water/
glass interactions and glass dissolution (reprinted with permission
from: ref. 82 copyright 2004, with permission from Elsevier and ref.
98 copyright 2016, with permission from Elsevier; reprinted with
permission from ref. 23 copyright John Wiley and Sons 2015, and
ref. 2 copyright John Wiley and Sons 2013)
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to the development of complex silica gel structures during
dissolution, a single bond on a flat surface is not a realistic view of
defect sites. For example, removal of 2-Ring defects decrease in
nanoporous silica systems where defects are located on complex
internal pore surfaces, affecting the reactivity of silica gel.23

Atomistic simulations are well positioned to investigate the role of
surface character on the reactivity of siloxane bonds exposed to
the environment. Experimental evidence demonstrates that
dissolution develops preferentially at sharp points, smoothing
the corners of jagged particles25 and ledges.26 Concave surface
are more difficult to investigate, but in complex nanoporous silica
systems, which include small pore sizes with highly curved
internal surfaces, reactivity of 2-Ring defects is much lower.23

Further investigations of the atomistic scale can highlight surface
defects or features are most vulnerable to water attack, which can
then inform microstructural engineering of glasses. For example, if
small pores are resistant to dissolution, templating glasses with
pores may alter the residual dissolution rate. This is just one
avenue through which atomistic modeling of glass dissolution can
provide unique and valuable insight, which can be incorporated
into the development of corrosion resistant glasses.
Activation energies and siloxane bond stability also changes

with the coordination of the silicon, which can be investigated in
detail by atomistic simulations. Theoretical dissolution begins with
a perfectly coordinated Q4 species, a silicon bonded to four
bridging oxygen, and then siloxane bonds break one by one,
forming a Q3, then a Q2, a Q1, and finally a Q0 species (SiO4Hx).

12

During each siloxane bond breakage a NBO and a under-
coordinated silicon defect will form and are hydroxylated through
consumption of water molecules. The energy barrier for different
siloxane bond breakages cannot be identified experimentally, but
energetics for removal of SiO4 units are measured as 0.62–1.12
eV.26,27 Activation energies vary with solution compositions,
temperature, and the use of bulk or powdered samples.28,29

Energy barriers are lower than the Si–O bond energies of 5–6 eV30

indicating the important role that water plays in lowering energy
barriers. Criscenti et al.19 attempted to identify a connection
between the connectedness of the silicon and stability of related
siloxane bonds but did not find a clear relationships, indicating the
complexity of the silica dissolution mechanisms. Identifying the
changing stability of the siloxane bonds with environment would
allow for engineering-specific glass compositions, which contain
specific Qn ratios to alter dissolution rates. Therefore, detailed
high-accuracy investigations of changing bond stability can be an
effective method of understanding glass dissolution and working

to create unique glass systems, which allow for controlled
dissolution.

Interactions and reactions of the water-multicomponent oxide
glass systems
Ultimately, nuclear waste glasses are not composed solely of silica,
and boron and aluminum are also present as network forming
species along with network modifiers, such as alkali and alkali
earth oxides.20 Among the three critical processes of glass
dissolution: hydration, hydrolysis, and ion-exchange, hydrolysis is
a critical step. In multicomponent glasses, hydrolysis occurs in
multiple cation–oxygen–cation linkages with varying energy
barriers. The changing stability of M–O–M linkages in glasses is
implicated from the creation of the silica rich remnant structure
during glass dissolution.12 Stability of Al–O–Si linkages was
performed by Xiao and Lasaga31,32 and Kubicki,33,34 and Bouyer
35,36 for investigation of the weathering and hydrolysis of
aluminosilicates. Borosilicates are not as well studied, though
Lee and Stebbins as well as Tossell and Saghi-Szabo investigated
Si–O–B linkage stability in clusters with Zapol et al. extending the
analysis to surfaces.1837,38

M–O–M linkage stability is affected by the pH of the
surrounding fluid, with both protonated and deprotonated
systems investigated to approximate acidic or basic conditions.
Data compiled in Fig. 4 demonstrates that all linkages exhibit the
most stability at neutral conditions, with both protonation and
deprotonation affecting the energy barrier. The introduction of a
proton results in a decrease in the energy barriers and alters the
relative stability of the network formers. Geneste et al.36

investigated hydronium interactions with Si–O–B linkages identi-
fying and ranked reactivity of types of bonds under protonation
conditions, with B–O–B linkages appearing to be the least stable,
followed by Si–NBO, and then Si–O–B structures. Protonation
effects are also clearly seen in the case of Al–O–Si linkages, with
hydroxyls of the Al–O–Si structures by proton absorption onto the
bridging oxygen.35

Conversely, deprotonation conditions decrease the energy
barriers though the effect is not as severe. Identifying the
changing mechanisms of water interactions with M–O–M linkages
can identify differences in the stability of different M–O bonds,
which can be used to predict the response to different glass
compositions to the resulting residual rate. Combing activation
results for M-O-M linkages with changing coordination environ-
ments has indicated which are more or less stable in particular
solutions, which can be used to predict glass dissolution under

Fig. 3 a Two proposed reaction mechanism of water with two-membered ring defects in silica that lead to breaking of the Si–O–Si bond and
defect removal (ref. 22 copyright IOP. Reproduced with Permission. All rights reserved). b Reaction mechanism of two-membered ring opening
from AIMD simulations (adapted with permission from ref. 99 Copyright 2016 American Chemical Society)
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changing environments. This demonstrates the power of DFT
methods in understanding the role of localized pH and mixed
network formers on the stability of multicomponent glasses.
As DFT efficiencies continue to improve it is becoming possible

to investigate the surface reactivity of multicomponent glasses
with water for larger systems. The majority of this work has been
performed by Tilocca and colleagues39 who investigated the
stability of multicomponent bioactive glasses in aqueous environ-
ments. Many of the lessons learned and best practices from the
investigation of bioactive glasses can be extended, and will
provide insight into the role of surfaces on the dissolution
behaviors of complex nuclear waste glass compositions.

Classical MD simulations of water/glass interactions and
dissolution
Forcefield development for multicomponent oxide glasses. Classical
MD employs analytical empirical potentials to describe intera-
tomic interactions resulting in higher computational efficiency
and larger system sizes. Classical MD is an attractive option to
extend the time and length scale of ab initio simulations (Fig. 1).
Classical MD is an effective method to generate atomic structures
of glasses, in which larger system sizes and longer time scales

allow for description of medium range structural features in
glasses and reaction kinetics. In addition, potentials that enable
description of chemical reactions can be used to study water–
glass interaction and interfaces, as well as water behaviors in
porous glass structures. These two types of simulations: glass
structure generation and glass–water interactions represent two
common classical MD simulations used to understand glass
dissolution.
MD simulations have been extensively applied to study the

structure and properties of glasses, which lack long range order
and pose significant challenge in experimental investigations.
Early potentials of silica include long range Coulombic forces and
short range two-body and three-bodied interactions in various
forms.40,41 Potentials were then developed for more complex silica
glasses including alkali silicates and aluminosilicate glasses.42,43

Particularly, D.M. Teter developed a set of empirical potentials for
oxides by parametrization to mineral structures and properties.44

These potentials have been tested in wide range silicate,
aluminosilicate, and phosphosilicate glasses with alkali, alkali
earth, transition metal, and rare earth oxides by Du and co-
workers.44,45 Pedone et al.46 developed a set of partial charge
potential with the Morse potential form for silicate glasses that
include a number of the common alkali, alkali earth, and
aluminum oxides. Tilocca also developed a set of full charge
potential that included polarization of oxygen ions using the Shell
model 47 to model bioactive glasses.
Nevertheless, many of these potentials do not include

parameters of boron oxide due to the composition dependent
coordination change of boron. However, boron oxide is commonly
included in nuclear waste glasses due to its capability to lower the
melting temperature and viscosity of the melt. Hence, modeling
multicomponent nuclear waste glasses is particularly challenging.
Some potentials exits for alkali borates but only a few for
borosilicate glasses. Recently, Kieu et al.48 developed a set of two-
body potential with composition dependent parameters for
atomic charges and B–O interaction parameters by fitting to the
boron coordination change from Dell and Bray model based on
NMR studies. The Kieu potential was able to describe changing
boron coordination with composition. Deng and Du tested wide
composition range of the validity of the Kieu potential 49 and
extended the potential to include alumina.49 These potentials
have been used to study the surface structure of sodium
borosilicate glasses (Fig. 5). It can be seen that the boron
coordination of the bulk glass agree well with the Dell and Bray
model.50 The glass surface has shown an enrichment of sodium
and compositional changes as compared to the bulk.51 Therefore,
the glass surfaces show different chemistry and structure from the
bulk, features which were also observed by Criscenti et al.19 in MD
simulations of sodium borosilicate glass surfaces.
Investigation of the changing coordination of boron in the

multicomponent glasses used for nuclear waste disposal can serve
as a representative study of how classical MD investigations can
provide unique insight into glass structure. With recently
developed potentials by Deng and Du,49 sodium boroaluminosi-
licate glasses that represented simplified version of the Interna-
tional Simple Glass (ISG), a model glass developed by the
international community to understand physical and corrosion
behaviors of nuclear waste glasses, were studied using MD
simulations through the simulated melt and quench process
(Fig. 6 shows the snapshot of the final simulated glass structure). It
can be seen that these glass former oxygen polyhedrons
consisting of [SiO4], [AlO4], [BO3], and [BO4] connect together
through bridging oxygen to form a three dimensional network.
The cation oxygen pair distribution functions identify Si–O, Al–O,
and Na–O bond distances of 1.61 Å, 1.73 Å, and 2.50 Å, respec-
tively (Fig.7a). The B–O pair distribution (Fig. 7b) shows an average
B-O bond distance of 1.47 Å with a shoulder due to shorter B–O
bond distances in threefold coordinated boron (3B). From the

Fig. 4 a Introduction of the effect of pH on the energy barrier of
breaking cation–oxygen–cation linkages (reprinted with permission
from ref. 18 copyright John Wiley and Sons 2017). b Summary of
energy barrier for breakage of network former linkages. Data from
refs. 18, 31, 95, 99
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deconvolution, the percentage of fourfold coordinated boron (4B)
can also be determined to be around 80%. Thus, in the ISG
composition, majority of boron is in fourfold coordination state.
With carefully developed and validated potentials, the complex
structures of the mixed glass former nuclear waste glasses can be
generated with structure features in good agreement with
experimental data. These structures can provide a foundation of
other studies such as radiation effects, diffusion behaviors, surface,
and surface reactions. After the successful development of
multicomponent glass model, the role of structural changes of
the glass on dissolution rates can be further established so that
glass dissolution can be predicted on geological time scales.

Forcefield development for the water–silica systems. Including
water–silica interactions into classical MD forcefields is critical in
allowing for the atomistic simulation of glass dissolution on a
larger scale. Many attempts have been made to develop such a
forcefield, including Feuston and Garofalini, who performed
water–silica simulations using a dissociative water–silica potential
in the early 1990s.52 Recently, Mahadevan and Garofalini
developed a dissociative water–silica forcefield based on water
potentials by Guillot and Guissani.53 Another forcefield used the
BKS potential for silica and a SPC/E water model with Buckingham
interactions for water–silica interfaces was developed by Hassanali
and Singer.54 Other water–silica potentials have been devel-
oped;55,56 however, truly reactive potentials that can describe
silica and water structures, reaction pathways, and energetics are
rare.
One forcefield that includes water–silica reactions is a bond

order based reactive force field (ReaxFF) with dynamic charge
equilibration developed by Goddard, van Duin, and coworkers.57

ReaxFF includes indistinguishable atomic species, thus oxygen
atoms in water and oxygen in silica are of the same species, and
atoms smoothly transition from one chemical species to
another.58 Additionally, charges in the systems are not fixed, but
vary depending on local geometry and chemical environment.
ReaxFF was first parameterized for water–silica systems in 2010 by
Fogarty et al.58 then readjusted by Yeon and van Duin to provide
greater accuracy in water–silica reaction energy barriers.59 Rimsza
et al. used DFT-based ab initio MD simulations of water–
nanoporous silica interactions to validate two versions of ReaxFF
potentials for water–silica interactions.60 It was shown that the
new refined model (ReaxFF-2015) can describe the reaction
energy barrier of Si–O–Si breakage (hydrolysis reaction) much
better than the 2010 version (Fig. 8a). Also, the comparison shows
the reactivity is different between the two versions of the
parameters as shown in the concentration of the 2-Ring defects
(Fig. 8b). Overall, the two ReaxFF potentials were able to describe
the water–silica interfacial structure well but could improve the
description of the water–silica reaction energetics and kinetics.
The ReaxFF has been used to identify the reactivity of the silica-

gel formed during glass dissolution through interfacial gel models
developed by Rimsza and Du.61 By inserting a silica-gel structure
between dense silica and bulk water, the dissolution of the silica
from the gel to the water regions can be monitored.61 Results
found the removal of low coordinated silica out of the gel,
resulting in an increased connectivity of the remaining gel
structure, as well as the development of high silica concentrations
adjacent to the water–gel interfaces.61 Such simulations can be
extremely powerful in identifying the evolution of changes of the
interface during glass dissolution, and provide information on how
the composition and structure of the gel affects the residual

Fig. 5 Sodium borosilicate glass from MD simulations.51 Surface composition profile a and boron N4 as a function of R (soda to boron oxide
ratio) for the bulk and surface b. Surface structure of sodium borosilicate glasses: top view (c) and side view of top 5 Å (d) (reprinted with
permission from ref. 51 copyright John Wiley and Sons 2017)
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dissolution rate. Expansion of this work into multicomponent
systems would allow for the identification of the role of different
network modifiers and formers can glass dissolution.

MD simulations of water–silica interactions. By using the above-
mentioned forcefields, the water–silica interactions and reactions
have been studied using classical MD simulations. Garofalini and
co-authors performed some of the early MD simulations of water–
silica glass interactions. They analyzed the structure and hydro-
xylation of silica surfaces62 as well as silica polymerization.63 With
advances in potential development the role of the original
defective surface in forming silanol concentrations were identi-
fied.54,56,64 Classical MD simulations have also been able to
reproduce both of the silica–water reaction mechanisms found in
ab initio simulations65,66 due to the inclusion of DFT reaction
pathways and energies.59 Classical MD simulations tend to favor
siloxane bond breakage by absorption of a proton onto a bridging
oxygen site, noted by Lockwood and Garofalini65 and Rimsza, van
Duin, and Du.66

Later simulations looked into the gradual dissolution of silica
glasses. Dissociation energy barriers of different Si Qn species

(silicon oxygen tetrahedron with n bridging oxygen) on silica glass
surfaces were investigated using the potential mean force
approach with MD simulations. By using the dissociative water–
silica potential developed by Mahadevan and Garofalini,53 it was
found that among the four (Q4→Q3, Q3→Q2, Q2→Q1, or Q1→
Q0) reactions, the Q3→Q2 and Q2→ Q1 reactions have the highest
activation energy of ~ 14.1 kcal/mol, and is the rate limiting step in
bulk silica dissolution.19,24 These barriers are in the lower range of
the experimental energy barriers of 14–24 kcal/mol and below
values from cluster-based ab initio calculations (18–39 kcal/
mol).19,24 Similar differences in energy barriers for siloxane bond
breakage were identified by Du and de Leeuw on quartz
surfaces.67 Understanding how the local environment alters
stability of siloxane bonds is critical to understanding how silica
dissolves. If certain conditions/environments leads to increased
stability, that is a structural or compositional feature, which can be
targeted in the development of nuclear waste glasses.
In addition to investigating activation energies, classical MD

simulations have been used to study other aspects of the
water–silica interface. For example, structured water has been
identified adjacent to the silica interface and extends 10 Å into the

Fig. 6 Snapshot of ISG glass structure from MD simulations. a Ball and stick representation: red: oxygen, orange: silicon, blue: aluminum,
brown: boron, green: sodium. b polyhedron representation. Yellow tetrahedron: SiO4, blue tetrahedron: AlO4, brown triangle and tetrahedron:
BO3 and BO4
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water.68 Structured water experiences localized layering as well as
the development of hydrogen bond networks and sharp
decreases in the water self-diffusivity.69,70 Figure 9 shows the
cross section views of MD simulations of water in cylinder pores in
silica from MD simulations. The structure and properties of water
depend on the pore diameter with nanoconfinement in pores
smaller than 1 nm. For pores with larger diameters (2 to 4 nm),
water in the center of the pore behaves like bulk water. The
simulation results show that the first monolayer water on silica
surface is immobile while the rest of the water freely diffuses. The
formation of structured water and limited atomic movement
through water–silica systems impacts silica reactivity. It has been
suggested that structured or nano-confined water inside the silica
gel can influence water and ion transport during dissolution. With
narrow pore structures, silica gel can limit the water diffusion and
thus controls the speed of dissolution. Further investigation of the
effect of nanonconfiment in more complex structures would
identify if this effect could be scaled up to allow for passivation of
surface layers due to limited water kinetics.
Aspects of water and silica interdiffusion have also been

investigated, including details of hydronium ion formation in
water as an intermediate step in fast proton transport.71 Due to
the ability to disassociate the water molecule, penetration of the
water into the glass up to 8 Å away from the interface has been
observed using multiple classical MD potentials.58,72 This indicates
the importance of a dissociative potential to allow for the
possibility of water molecules breaking and recombining either
inside or outside the silica structure. On the opposite end, the
diffusion of silica monomers into water has also been investigated,
to provide insight into whether nucleation of silica on the surface

may cause reorganization of silica–water interface. Simulation of
α-quartz indicates that the surface attracts the SiO4H4 with little
change in the surface structure after reattachment of the
tetrahedron resulting in a more stable quartz surface.67 Attraction
of the silica monomer to the surface may account for the growth
of the protective layer and the low concentration of silica far from
the interface.
Hydrated porous gel structures have also been investigated in

the cement community where structured water molecules
distributed in calcium silicate hydrate (C-S-H) determine the
mechanical behavior. For example, Hou et al.73 studied the C-S-H
gels with different water contents and their mechanical behaviors
using the CSHFF potential. It was found that the increase of water
content transforms C-S-H gel into a layered structure. Hou et al.74

also studied the water confinement in nanoporous C-S-H gel using
the ReaxFF potential. It was found that the calcium silicate
skeleton significantly influence the adsorption, reactivity,
hydrogen-bond network and diffusivity of water molecules.
Colliding of water molecules with the calcium silicate backbone
was found to weaken the stability of the gel. Despite different
chemistry and applications, the porous gel structure in C-S-H and
confined water behavior and reactivity show similarity to the gel
layer formed during glass dissolution. Plenty of experimental data
is available to validate these models and some understanding can
be borrowed in the glass corrosion field.
Overall classical MD simulations have provided detailed atomic

level information on mechanisms and processes in glass dissolu-
tion, but further investigations of combined effects, has been
limited. Additionally, the accessible time scale of MD is
determined by the time step that is required to be small enough

Fig. 8 a Comparison of reaction energy vs. reaction coordinates for ab initio and classical molecular dynamics with two versions of the ReaxFF
forcefield. b Concentration of two-membered ring defects as a function of simulation time (a, b reproduced with permission from ref. 99
Copyright 2016 American Chemical Society)

Fig. 9 MD simulations of water in cylinder pores of silica glass. Cross section views along the pore and perpendicular to the pore. The silica
pore diameter is 4 nm. (reproduced with permission from ref. 70 Copyright 2012 American Chemical Society)
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to ensure accuracy of integration of equation of state. This limits
most practical simulation scale to nano to micro-seconds. To
extend the simulation time other methods need to be used.

Monte Carlo simulations of glass dissolution
Monte Carlo (MC) is a stochastic method that is commonly used to
obtain numerical solutions of complex processes where analytical
solutions are difficult to calculate. Application of MC methods to
glass dissolution involve solving coupled hydrolysis/dissolution
and condensation reactions.3,75 MC simulations which include a
time component are term kinetic MC (KMC). KMC evolves the
system from state to state based on reaction rates and can enable
simulations of infrequent events and process longer time scales
compared to MD simulations.76,77

Aertsens and coworkers pioneered KMC simulations of glass
dissolution of alkali silicate glasses,75,78,79 where the glass
structures were approximated by diamond lattices due to the
topological similarity between the lattice and the network
structures in silica. Two types of lattice sites, one easily dissolving
and one slowly dissolving component represented by silicon and
sodium, respectively, were randomly distributed on the lattice
sites. When modifier concentration was high, the dissolution was
found to be stoichiometric and there was no gel layer formation.
With increased glass former concentration the dissolution became
non-stoichiometric and a stable surface layer formed.79 In
additional MC simulations of glass dissolution, it was found that
a protective gel layer formed due to silica adsorption or
precipitation from the solution. The dissolution rate from MC
simulations was found to obey the first order rate law, in
agreement with the experimental data.78

Devreux et al.80 further developed the MC methodology and
applied it to study the dissolution of sodium borosilicate glasses.81

Simulations were performed on a diamond lattice with silicon and
boron atoms randomly put on the vertices and their proportion
consistent to the glass composition, while sodium atoms were put
into the interstitial sites near silicon or boron. Silica dissolution is
described by three rate constants corresponding to silica with one,
two, or three bridging oxygen. The dissolution-condensation
equilibrium is schematically expressed as,

solid � Qn þ nH2O $ Solid � OHð Þn þ Qoðn ¼ 1� 3Þ (2)

where the Qn denotes silicon atoms with n siloxane bonds (or n
bridging oxygen) and Q0 is silicic acid (Si(OH)4). And the
dissolution to condensation rate constant ratio wn/wc is expressed
as

wn

wc
¼ exp �ΔHn

KBT

� �
(3)

where ΔHnis the reaction enthalpy, which can be derived from QM
calculations or fitted to reproduce experimental data, and KB is
Boltzmann constant and T is the temperature.82 The MC
simulations were performed in two phases: the dissolution and
the condensation phase,82,83 while more complex algorithms were
adopted in more recent MC simulations.84 In the dissolution
phase, the surface grids were scanned and the soluble species
such as sodium and boron were dissolved unconditionally while
the silicon Qn species were dissolved based on the probability wn.
The dissolved species were replaced with water. In the condensa-
tion phase, silicon atoms were deposited at random positions
according to the rate of wc ´ cSi , where cSi was the silicon
concentration. This process generated porous silica at the water–
glass interface due to removal of soluble species such as boron
and sodium, the removal of isolated silicon species, and the
adsorption or redeposition of silicon.82 The model was able to
reproduce the experimental thickness of dissolution alteration
layer for samples with different surface area to volume ratios.
Figure 10 shows the gel layer formation and morphology

evolution as a function of dissolution time from MC simulations
of dissolution of a sodium borosilicate glass.85 It shows that the
gel layer is free of boron and sodium and consists of silica with
silicon density similar to the bulk glass. Also, the gel structure
appears to be inhomogeneous with higher porosity at the gel/
glass interface than the gel/water interface.
An important aspect that has been overlooked or treated too

simply in early MC simulations of glass dissolution is the transport
of dissolved silicon species through the altered layers. Kerisit
et al.84 systematically studied three diffusion models in MC
simulations of sodium borosilicate glasses and evaluated the
simulation results by comparing with experiments. The three
diffusion models include the instantaneous homogenization
model which represents the limiting case of much faster diffusion
of silicon species as compared to the rates of hydrolysis and
condensation, the model with linear silicon concentration across
the altered layer, which has been used earlier by Ledieu et al.86

and the model coupling of hydrolysis and condensation reaction
with the 1-dimensional diffusion model by solving the Fick’s
second law using a finite different method. Due the incorporation
of diffusion, a more complex six steps MC algorithm were used:
dissolution evaluation and execution, glass connectivity evalua-
tion, diffusion, condensation, liquid connectivity evaluation, and
the coordination evaluation.84 The results show that the
instantaneous homogenization and linear diffusion model are
appropriate for glasses that dissolves rapidly, for example, sodium
borosilicate glasses with low silica content and those with low
zirconia concentrations. But for the less dissolvable glasses with
higher silica content such as SON68, the assumption of linear
diffusion became problematic as silica concentration in the altered
layer is not linear, but changes significantly with time and
decreases in magnitude with respect to the bulk solution. This
highlights the importance of explicit treatment of diffusion of
dissolved species in the altered layer in MC algorithms for glass
dissolution simulations.84

Using similar approaches, Ledieu et al.87 studied the effect of
alumina and zirconia in the dissolution of borosilicate glasses
using MC simulations. Two competing processes were found to
control the glass dissolution rate: dissolution of soluble compo-
nents such as B and Na and restructuring of the altered layer due
to hydrolysis/condensation reversible reactions. It was also shown
that the formation of surface hydrated layer is responsible for
slowing dissolution. The replacement of silica with less soluble
oxides such as zirconia led to an initial increase of the leached
layer thickness, hence a decreased dissolution rate, while further
substitution at high zirconia content decreased the leached layer
thickness and thus a greater boron release, in agreement with
experimental results.87 This was explained by the fact that these

Fig. 10 Evolution of the gel layer morphology during dissolution of
borosilicate glasses from MC simulations. Silicon: red pixels, boron:
yellow, sodium: not shown, water: blue (reprinted from ref. 82
Copyright 2004, with permission from Elsevier)
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insoluble oxides impeded the formation of the surface silica layer
that controls the dissolution.87

Cailleteau et al. also found that the slowdown of the dissolution
rate of less durable silicate glasses over time was due to pore
closure near the outer surface of the alteration by combining MC
simulations with experimental investigations.88 This kind of
morphology transformation provides interpretation of dissolution
rate slowdown in some glasses that is different from the theory
that accounted for decreasing dissolution rates was to saturation
of silica content in the solution, showing that MC can provide
insights to complicated processes of dissolution that requires
access to long time scales.88 MC simulations were able to show
the formation of the dense polymerized outer layer during
borosilicate glass dissolution, nevertheless none of these simula-
tions were able to reproduce the formation of the porous silica gel
structure on the top of the dense outer layer, which has been
observed experimentally.84 Fully dense outer layer that prevented
diffusion contradicts with experimental observations that there
exists a residual dissolution rate in borosilicate glasses, hence
further development of MC algorithm to enable the formation of
thick gel layer on the top of the dense silica layer is needed.84

Most of the MC simulations uses regular diamond or cubic lattices
with glass network structures mapped on the lattices and modifier
cations putting into the interstitial sites. Realistic glass structure
models of multicomponent borosilicate glasses can be generated
from MD simulations with recently developed potentials.45,48,49

Another development of MC simulations is thus to incorporate the
structure models from MD in MC simulations instead using the
ideal lattices.76,84

Kerisit et al.89,90 have further developed the MC simulation
methodology for glass dissolutions to take into consideration glass
structure features such as NBO and corrosion conditions such as
dynamic flow-through experiments.3 In simulations of flow-
through corrosion of borosilicate glasses, it was found that at
high flow rate conditions, thick alteration layer was formed and
glass dissolves congruently. At low flow rates, highly incongruent
dissolution was observed with formation of a permanent
protective layer similar to static dissolution conditions. This
protective layer, however, can be disrupted or prevented at even
slow flow rate that led to intermediate resumption of glass
corrosion. Kerisit et al. also studied the effect of glass composition
such as the addition of alumina to borosilicate glasses on glass
corrosion at static conditions.90 The role of alumina was found to
be complicated. Alumina decreases corrosion due to stronger Al–
O–Si linkage than Si–O–Si linkages. On the other hand, alumina
has opposite effect on the protective layer formation that controls
the residual rate of glass dissolution. Alumina slows down the
hydrolysis-condensation reaction of silica hence delays the
formation of the protective gel layer but it strengthens the glass
network and increases it lifetime, which facilitates the formation of
the protective layer. As a result, the extent of dissolution
(represented by boron leaching thickness) shows a maximum
with alumina concentration in zirconia containing boroalumino-
silicate glasses, in agreement with experiments.90 These results
show that MC can provide mechanistic understanding of glass
dissolution and glass-water interfacial reactions. It can also be
used to study the effects of glass composition and testing
conditions thus glass dissolution behaviors.

Current challenges and opportunities
During glass dissolution, several different interfacial layers are
formed between the pristine glass and the bulk solution. The
atomic and microstructure of these interfacial layers are respon-
sible for controlling the residual rate. Multiple competing
mechanisms may occur and increase complexity of the analysis.12

The structure and properties of the interfacial gel layers are thus
critical to identifying the residual rate of glass dissolution.12

Computational tools provide the opportunity to investigate the
silica gel alteration layers and isolate specific reactions in order to
identify which of the competing mechanisms dominates the
dissolution process. Currently, ab initio and classical MD simula-
tions have investigated the hydrolysis phase of dissolution but
condensation or polymerization of silicic acid to form the gel and
protective layer could not be studied due to the long simulation
times necessary for the reaction kinetics. Traditionally, MC
methods have been used to investigate this regime, though with
increasing computing power and the development of reactive
potentials, these processes might be able to be studied with MD
as well.
Nuclear waste glasses are complicated multicomponent oxides,

and much of the dissolution phenomenon varies with composi-
tion. For example, inter diffusion occurs between the network
modifiers in the glass with the aqueous environment, and
changing stability of network formers is credited with the
formation of the silica rich gel layers. Thus far, the majority of
the investigation of glass dissolution using classical MD and ab
initio methods has focused on the analysis of simpler water–silica
systems, selected due to the availability of potentials and the wide
interest in silicates. The limited information available on multi-
component amorphous oxides is a detriment to the under-
standing of glass dissolution, when competing mechanisms
require simulation of mobile species in the glass. As the field of
glass dissolution continues to mature, focus will need to shift on
the role of second and tertiary components. In the use of ab initio
or DFT methods careful selection of structures due to the small
simulation sizes will be necessary, as well as targeted studies to
investigate specific aspects of dissolution, such as structural
stability of surface features. With classical MD methods the
primary challenge is the development of potentials, which are
robust enough to handle the chemistry of the complex multi-
component oxides combined with water reactivity.44,49 While
several potentials are currently in development, further detailed
validation will be required before the investigation of nuclear
waste dissolution.
Most of the MC simulations used ideal diamond or cubic lattices

to simplify the simulations and to allow access to larger systems
and longer time scales. These lattices are too simplified to
represent the complexity of the structure of multicomponent
glasses.75,76 Medium range ring structures, composition depen-
dent coordination change, or the clustering of modifier ions91 can
be important in the dissolution of glasses. The major challenges
facing current MC or KMC simulations of glass dissolution is how
to include more realistic glass structure information and still keep
the computational cost manageable. Thus, applying realistic glass
structure models from MD simulations of multicomponent nuclear
waste glasses in MC simulations would be a future direction of MC
simulations. It has been proposed that other simulation methods
such as neural network and genetic algorithm can be used to
tackle the challenges of complex glass structures in these
simulation processes.75

The reaction energy barriers or reaction rate used in MC
simulations were usually predetermined in two ways: either from
minimum energy path and transition state search based on QM
calculations or from fitting the rate constants to reproduce
experimental data. When realistic glass structure is used in the MC
simulations, it might be possible calculate the reaction rates on
the fly during the simulations due to many more possibilities of
combination of reactants states in the glass environments during
the dissolution process. In this way, the reaction rates can be
determined by using effective transition state algorithms such as
the dimer method92,93 according to the local environments during
dissolution reactions. This will provide most accurate reaction
energies or reaction rates to move MC simulations that will
generate most accurate simulations but the challenge is how to
keep the computational cost manageable.76
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With ever increasing computing powers and new development
of simulation algorithms, these issues and challenges can be
addressed and realistic modeling of the long time dissolution
behavior of glasses can be achieved.

SUMMARY
Atomistic computer simulation methods ranging from first
principles calculations, ab initio molecular dynamics simulations
(AIMD), classical molecular dynamics (MD) simulations and kinetic
Monte Carlo (KMC) simulations and their applications to under-
stand glass/water interaction and glass dissolution are reviewed in
this paper. It is shown that these simulations provide mechanistic
understanding of the strongly coupled ion-exchange, hydrolysis,
hydration and associated interfacial processes and transport
behaviors during glass dissolution. These simulations also provide
insights to the bulk and surface structures of multicomponent
glasses, water/glass reaction energetics, porous gel layer forma-
tion and water diffusion in confined pores, as well as micro-
structure evolution due to hydrolysis and condensation of the
network structures, which will help to understand the mechanism
behind key processes such as the residual rate of glass dissolution.
The challenges of the simulations including the development of
fully reactive potentials for multicomponent glass–water systems
and KMC simulations based on realistic glass structures are
discussed. With further development along these and other
directions, together with ever increasing computing power and
availability of accurate experimental characterizations to validate
simulation results, it is conceivable atomistic simulations will play
an even more important role in the understanding of long-term
glass dissolution behaviors Table 1.
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Abstract  

 Nanoporous silica-rich gels that form on silicate glasses during dissolution alter the 

silica-water interfacial behaviors and the overall reactivity of the glasses. Understanding the 

structures and properties of these gels is critical in elucidating the corrosion mechanisms of 

multicomponent silicate glasses and the long term residual dissolution rate. Structure models of 

nanoporous silica gels with random nanoporosity were generated by two methods: one mimics 

the proposed experimental mechanisms for gel formation by removing the dissolvable species of 

an International Simplified Glass (ISG) nuclear waste glass structure model, creating a remnant 

silica gel; and the second type of gel structures were created mimicking the hydrogarnet defect 

formation process by randomly removing silicon from amorphous silica followed by 

hydroxylation and hydration. These two types of gel structures were carefully characterized and 

compared. The results show that the remnant silica gels exhibit higher intermediate range order, 

which is inherited from the initial segregation of boron and modifier cations consistent to the 

modified random network (MRN) model of glasses, but with more isolated and closed pores. 

This contrasts with the more fragmented silica network structures (and more connected pore 

microstructures) created in the defect formation process. This microstructure difference resulted 

in nanoconfinement of water in the pores of the remnant silica gel model while the more 

randomly connected pore structures from the direct model exhibit much higher water diffusivity. 

These results shed light on the porous silica gel structures formed during silicate dissolution and 

suggest that, in addition to removal of the dissolvable species, dissolution of the silica network is 
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required to connect the isolated pores through which water diffuses to the reaction front of 

pristine glass and allowing for further corrosion.  

 

1. Introduction 

Silica gels are hydrated nanoporous silica systems commonly found in the fields of 

biomaterials, including silicate based bioactive glasses 1, 2, carbon sequestration 3, 4, liquid 

chromatography 5, 6 and catalysis 7, 8. Silica gels also form during dissolution and consist of 

several alteration layers, including a hydrated glass and a crystalline layer9. Experimental 

elemental profiles have shown that the alteration layer is deficient in soluble species, including 

sodium, boron, and calcium but rich in silicon 9. The silica-rich gel region undergoes constant 

restructuring, posing challenges to experimental characterization due to the complex amorphous 

structure and high level of hydration 10, 11. Silica gels may passivate the surface by limiting the 

diffusion of water molecules to reactive interfaces, resulting in limited silicon diffusion into the 

surrounding environment 9. Alternatively, densification of the gel due to collapse of silica 

structure or silica condensation from solution may form a barrier to further dissolution 12-15. 

Experimental investigations have attempted to identify the origin of the silica gels and connect 

its structure to the dissolution rate 10. Originally, silica gels were theorized to form from the 

precipitation of silica from an oversaturated solution 16, but studies using isotopically tagged 

samples indicated that only 1:600 silicon atoms in the gel structure had been deposited through 

condensation 10. Therefore, the silica gel is not a precipitate but instead the reorganization of the 

remnant glass structure after removal of the soluble species 10, 17-19.  

Additionally, the gel is nanoporous, and the small pore size may limit diffusion by slowing 

movement of water molecules through the silica gel by formation of frozen or structured water 

10. Structured water has been identified both experimentally 20-25 and computationally 26-29 and is 

caused by the formation of hydrogen bond networks at the water-silica interface which slows 

internal diffusion 30. Previous investigations of structured water focused on the interface between 

water and flat silica surfaces or in large single pores, without considering the role of the gel 

structure 26, 31, 32. The complexities of the silica gel layer and the resulting effect on water 

diffusion and dissolution rates makes understanding the structure of silica gels a grand challenge 

in the field of glass corrosion.  
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Computational methods provide atomistic insight into the properties of silica gels through 

the development of atomistic models which allow for structural and kinetic analysis of the 

system. Direct development of silica gel models is relatively rare, and instead nanoporous silica 

structures are created and hydrated to form gels. Nanoporous silica models are typically created 

by removing blocks of atoms from silica, creating highly ordered pore structures which do not 

represent the complexities of experimental systems 33-35. Alternatively, nanoporous silica models 

formed through processes that mimic sol-gel 36, 37 or chemical vapor deposition (CVD)38 methods 

have been created by classical molecular dynamics (MD) or Monte Carlo simulations. 

Experiments indicate that gels form during nuclear waste glasses dissolution inherit features of 

the original silicate network structures after the release of the dissolvable species (Na, B, or Ca) 

and are followed by relaxation and repolymerization of the silica network10, unique from sol-gel 

or CVD derived porous silica structures and gels. Computational models of silica gels form from 

an initial multicomponent glass composition are rare in literature, possibly due to the complexity 

of the multicomponent borosilicate glass system, but these structures will allow for detailed 

description of the structure and properties of dissolution based silica gels. Recent development of 

empirical potentials allow for simulations of these boroaluminosilicate glasses 39.  

Such models require reactive and dissociative water potentials to simulate water-silica 

interfaces. Early work by Garafolini et al. introduced a reactive water-silica potential for 

investigations of hydrated silica systems and interfaces40. However, the rigid ion three bodied 

potential does not distinguish oxygen species in the system, limiting the accuracy of the 

forcefield. Further development of reactive forcefields included parametrization to established 

water-silica reaction mechanisms which can limit spontaneous water-silica interactions41. More 

recently, a set of bond order based charge transfer potential in the framework of Reactive Force 

Field (ReaxFF) has been developed and used to study water-silica interfaces42. ReaxFF was 

originally developed by van Duin, Goddard, and coworkers and then reparametrized by Yeon 

and van Duin to improve the description of water-silica systems 43-45. ReaxFF describes bond 

breakage and formation in the water-silica systems due to the calculation of bonding states based 

on interatomic distances45. The bond order based potential revaluates bonding environments at 

each MD step, allowing for smooth transitions from bonded to unbonded systems. In addition to 

accurately reproducing complex structural features, the ReaxFF potential has also been used to 
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simulate dynamic properties, such as diffusion 42. The use of the ReaxFF force field in this work 

allows for simulation of the dynamic heterogeneous nanoporous silica gel structures.  

In this work, atomistic silica gels models are formed from two different protocols, one to 

mimic multicomponent glass dissolution, to provide a unique avenue to understand how the 

initial structure of a glass can impact the resulting silica gel, and the other from hydrogarnet 

defect formation from bulk amorphous silica. Hydrogarnet defect is formed by substituting 4H+ 

with Si4+ and is the most prevalent structural defect of water uptake in quartz, the stable 

crystalline form of SiO2, under equilibrium conditions, as evidenced from both experimental and 

theoretical studies 46, 47. This represents one of the first atomistic classical MD models which 

accounts for remnant silica structures in the development of silica-rich gels, and is critical to the 

development of silica gel models to understand dissolution processes.  

 

2. Methods  

2.1 Protocol for silica gel formation  

The first method of silica gel formation mimics hydrogarnet defect formation by removing 

individual silicon from dense silica, since silica dissolves through successive removal of SiO4 

tetrahedral  48, 49. Similar methods were used in silica models of molecular sieves, but did not 

consider the development of surface silanols (Si-OH) or hydration 50. A dense silica model was 

selected for the base structure (Fig.1.a). To create the 3000 atom model system the parallel MD 

simulation package DL_POLY was used, with cubic periodic boundary conditions 51.  A partial 

charge pair wise potential with a long-range columbic interaction and a short range interaction in 

the Buckingham form was used, which has been previously applied to silicate glass simulations 

by Du and Cormack 52, 53. A randomized initial configuration containing 1000 Si atoms and 2000 

O atoms was heated to 4000K and then cooled to 300K at a rate of -5K/ps to form a dense silica 

structure. All other simulations, after the creation of the silica, used the ReaxFF forcefield 

(Section 2.2).   

As hydrogarnet defect formation (DSG) is the most prevalent form of water update in silica 

(quartz) under equilibrium conditions46, nanoporous silica gel structures were also created by 

introducing hydrogarnet defect in dense amorphous silica structure generated from MD 

simulations. In this process, silicon atoms were randomly removed forming non-bridging 

oxygens (NBOs) which were then terminated with hydrogen to create silanol groups. Of the 
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1000 silicon atoms present either 20%, 40%, or 60% were removed to control the connectivity, 

with the resulting nanoporous silica containing 400 silicon (DSG-400), 600 silicon (DSG-600), 

or 800 silicon (DSG-800). For hydration a box of water molecules with a density of 1 g/cm3 was 

overlaid on the nanoporous silica and water molecules within 1Å of original system or outside 

the simulation cell were removed, forming a hydrated silica gel. Coordinates for the DSG silica 

gel structures are included in Supporting Information.  

In the second method the silica remnant of a multicomponent glass structure is used as the 

base of the silica gel, since dissolution forms interfacial layers by the removal of soluble species 

10. Here a simplified international simple glass composition (sISG) was used containing boron, 

aluminum, silicon, sodium, and low concentrations of CaoO and ZrO2 (1.7 mole%), incorporated 

into the Na2O and  SiO2 components respectively (Table 1). The simulation of the international 

simple glass (ISG) 54 composition is not possible with currently available forcefields (including 

ReaxFF), necessitating the simplification of the composition (Table 1). The selected Deng-Du 

forcefield 39 has not been parameterized for water-surface interactions, and is therefore only 

applied in the generation of the initial multicomponent models.  

sISG glass models (Fig.2.a) consisting of ~3000 atoms were created from a melt and 

quench procedure followed by removal of sodium, boron, and aluminum species 9, 55. During 

sodium, boron, and aluminum removal NBO defects were formed and then hydrogen terminated 

to form silanol groups. Extra free oxygen generated during the removal of network modifiers 

were removed. The nanoporous silica was hydrated by overlaying a box of water molecules on 

the system and removing overlapping atoms, forming a silica gel (Fig.1.b). Coordinates for the 

RSG silica gel structures are included in Supporting Information.  

 

Table 1: International simple glass (ISG) composition and the simplified ISG composition used 

as the initial conditions for creation of the remnant silica gel (RSG) systems 54. 

 Composition (mole %) Al/B 

Ratio 

Density 

(g/cm3)  SiO2 B2O3 Na2O Al2O3 CaO ZrO2 

ISG 60.2 16.0 12.6 3.8 5.7 1.7 0.24 2.50* 

sISG 61.8 16.0 18.4 3.8 0.0 0.0 0.24 2.49 

*Archimedes method 56 

 

2.2 Reactive force field (ReaxFF) based MD simulations 

Classical MD simulations were performed using the dissociative water-silica potential 

ReaxFF, developed by van Duin, Goddard, and coworkers and parametrized by Yeon and van 
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Duin 43-45. ReaxFF accurately simulates bond breakage and formation in water-silica systems due 

to the identification of bonding states based on interatomic distances45. The number of bonds is 

revaluated between frames, allowing for smooth transitions from bonded to unbonded systems. 

All of the parameters used to calculate the system energy decrease smoothly with distance, 

avoiding sudden step-wise changes in energy 43, 45. Here, ReaxFF was implemented in the open 

source code LAMMPS, a classical MD code distributed by Sandia National Laboratories 57. 

After the DSG and RSG systems were created, classical MD simulations using the ReaxFF 

forcefield were performed for 100ps using a 0.25 fs time step to allow for structural relaxation. 

The temperature (T) was controlled at 300K through a Nosé-Hoover thermostat with a damping 

time of one hundred time steps. The number (N) of atoms and the simulation volume (V) was 

also controlled through a canonical (NVT) ensemble.  

 

2.3 Analysis methods  

Bond distance and angle data were collected from 25,000 snapshots of the silica gel from 

the last 50ps of the NVT simulations. Bond angle distribution (BAD) and pair distribution 

functions (PDF) include variations from the amorphous structure and thermal vibrations, and are 

reported with the peak location and the the full-width-half-max (FWHM) values. PDF or BAD 

peak values were normalized due to the changing number of water molecules in the system. 

Oxygen atoms in the silica and water were separated for analysis by coordination using a 2.25Å 

cut-off. Geometric parameters were also used to identify hydrogen bonds (H-bonds) by using 

Ow-Os (oxygen in water and in a silanol group respectively) distance of less than 3.2Å and Os-Hs 

(hydrogen in a silanol group) distances of less than 2.6Å. This method is consistent with the 

interatomic distances used for identification of H-bonds by several previous authors 58, 59. 

Diffusion coefficients were calculated from the atomic positions in a 50ps trajectory 

recorded every 2fs. The translational diffusion is calculated, which considers only atomic 

movement through the x-y plane, rather than diffusion of the water molecules in all three 

dimensions. The mean squared displacement (MSD) was calculated from Eq. 1 with xi(0) as the 

position of particle “i” at time equal to 0, xi(t) as the position of the same particle at time equal to 

t, and n as the total number of atoms in the system 60:  

𝑀𝑆𝐷 =
1

𝑛
〈∑ |𝑥𝑖(0) − 𝑥𝑖(𝑡)|

2𝑛
𝑖=1 〉     (1) 

The Einstein diffusion equation (Eq. 2) was used for calculation of the diffusion coefficient 60: 
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𝐷 =
1

6
lim
𝑡→∞

𝑑

𝑑𝑡
〈|𝑥𝑖(0) − 𝑥𝑖(𝑡)|〉    (2) 

All analysis of the silica gel was performed in triplicate with values reported as the standard error 

(SE) unless otherwise noted. SE is calculated using Eq. 3, with SD as the standard deviation and 

n as the number of observations/iterations.  

𝑆𝐸 =
𝑆𝐷

√𝑛
      (3) 

 

3. Results and Discussion  

3.1 Short-range structure  

Silica gels are hydrated nanoporous silica composed of interconnected SiO4 tetrahedron 

surrounded by water, with silicon concentration varying between 40%-80% in the DSG systems. 

In comparison the RSG structure is composed of ~60% silicon, with all other network modifiers 

(boron and aluminum) removed (Table 2). Here, the short range features of the silica gel models 

are discussed to highlight differences in water structuring between the two model systems. The 

composition of the nanoporous silica backbone is consistent between the two methods of gel 

development (Table 3). The extended Si-O-H bond angle of ~124o compared to experiment is a 

feature of the ReaxFF forcefield 61. A ~4o variation in the Si-O-Si bond angle also occurs, but is 

within the range of values reported experimentally 62-64. Some Si-O-Si bond angle variation may 

be due to the intermediate range structure 65, 66, discussed elsewhere in the manuscript.  

 

Table 2: System size, composition and density for de-polymerized silica gel (DSG) and remnant 

silica gel (RSG) structures 

Structure DSG-400 DSG-600 DSG-800 RSG 

Density (g/cm3) 1.25±0.00 1.57±0.00 1.91±0.00 1.62±0.01 

Remaining Si (%) 40.0 60.0 80.0 60.9 

Total Si (atoms) 400 600 800 618 

Si/O Ratio* 0.191±0.000 0.290±0.000 0.384±0.005 0.312±0.006 

*Includes all silicon and oxygen atoms in the system, including oxygen from water molecules 
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Figure 1: Snapshots of (a) dense silica (b) final DSG-600 structure. Colors: O (red), Si (yellow), 

H (white)   

 

Table 3: Interatomic distances and bond angles for the silica backbone structure of the de-

polymerized silica gel (DSG) and remnant silica gel (RSG) from the peak of the bond angle 

distribution and pair distribution function with the full-width-half-max in parenthesis.    

 Interatomic Distance (Å) Bond Angle (degree) 

 Si-O O-O Si-Si O-Si-O Si-O-Si Si-O-H 

DSG-400 1.58 (0.14) 2.59 (0.31) 3.09 (0.16) 109 (17) 155 (29) 124 (11) 

DSG-600 1.58 (0.15) 2.60 (0.32) 3.10 (0.17) 109 (18) 156 (28) 124 (11) 

DSG-800 1.58 (0.14) 2.58 (0.33) 3.10 (0.18) 108 (18) 154 (29) 124 (11 

RSG 1.58 (0.11) 2.59 (0.25) 3.11 (0.13) 109 (14) 158 (25) 124 (11) 

SiO2 1.58 (0.11) 2.55 (0.26) 3.06 (0.14) 108 (16) 152 (22) - 

Expt. 1.61a 2.65b 3.1c 109.4b 148d 153b 118.1e 
aNeutron diffraction 67 bElectron diffraction 64  cX-ray scattering 68 dNuclear magnetic 

resonance66 eDFT with 6-31G** Gaussian basis set 

 

 
Figure 2: Snapshots of the formation of (a) simplified international simple glass (sISG)  and (b) 

final RSG structure. Colors: O (red), Si (yellow), H (white), Al (green), B (purple), Na (blue) 
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Structuring of water inside the gel impacts diffusion and reactivity, and has been suggested 

as a factor in the protective nature of the alteration layers formed during dissolution. In these 

models the Ow-Hw-Ow bond angles (Fig.3.a) and Ow-Ow interatomic distances (Fig.3.b) exhibit 

the most variability with the Ow-Hw (0.97Å) and Hw-Hw (1.52Å) interatomic distances and Hw-

Ow-Hw bond angles (103o) consistent with experiment. Shorter Ow-Ow bond distances of 

2.73±0.02Å are indicative of interfacial structured water which forms within 10Å of a surface 

identified by proton NMR and neutron diffraction  24, 26, 69-72. In the DSG systems the Ow-Ow 

interatomic distances decrease from 2.92Å to 2.78Å with increasing silica concentration, 

compared to ~2.85Å in bulk water. The contraction of the Ow-Ow PDF for the RSG system is 

more distinct, with a pre-peak located at ~2.69Å indicating a unique pore structure of the RSG 

(Fig.3.b). The pre-peak in the RSG system may indicate that the water is either strongly 

confined, leading to the pre-peak in the Ow-Ow PDF, or in more open diffusive geometries, 

creating two separate peaks in the PDF. Similar behavior is seen in partially confined water, with 

slightly contracted Ow-Ow PDF’s and a second peak at ~4.0Å for confinement between plates 

7.4-8.6Å apart73. Further investigation of the complex H-bond networks present in silica gels 

would be beneficial to understand the role of water confinement in complex geometries.  

The Ow-Hw-Ow bond angle is commonly used to identify structured water, with values as 

low as 139o and as high as 164o depending on the amount of confinement 74, 75. The Ow-Hw-Ow 

PDF are all contracted by 4-10% compared to bulk water with the RSG system exhibiting an Ow-

Hw-Ow PDF peak value only 7o different than bulk water. Decreasing Ow-Hw-Ow angles have 

been reported for confined water, for example a ~150 o Ow-Hw-Ow bond angle for water confined 

between two planes 6.6Å apart 75, providing further evidence for nanoconfined water in complex 

silica gel systems. No change in the Hw-Ow-Hw bond angle from 104o occurred in any of the 

simulations, indicating that true hexagonal ice, with a Hw-Ow-Hw bond angle of 109o, is not 

formed 76, 77. The structuring of the water in the silica gel effects on the diffusion coefficient of 

water in the gel and resulting reactivity, which is discussed in subsequent sections.  
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Figure 3: (a) Ow-Hw-Ow bond angle distribution and (b) Ow-Ow pair distribution function (PDF) 

for silica gel structures 71.  

 

 

3.2 Connectivity and intermediate range structures 

Connectivity of the silica gel alters its stability and reactivity due changing activation 

energies for Si-O bond breakage due to the number of bridging oxygen bonded to the central 

silicon atom (Qn distribution with n as the number of bridging oxygen). In the DSG-800 

structure, which has the highest silica concentration, the primary Qn species is a Q3 which 

decreases to Q2 in the DSG-600 and Q1 in the DSG-400 structure (Fig.4.a). The RSG structure 

has a broader peak in the Qn distribution at ~36% for the Q2 and Q3 species (Fig.4.b). The 

similarity in the Q2 and Q3 concentration is partially due to the silica remnant of the sISG model, 

which contains 36.7% Q2 species and 34.0% Q3 species (Fig.4.b). The higher Q3 concentration 

results in an increased connectivity of 2.40±0.01 compared to 2.24±0.02 for the DSG-600 system 

with comparable silica concentration. Previous computational investigations have indicated that 

the Q2 and Q3 species in silica are more stable than the Q1 and Q4 species 48, 78, and the higher Q2 

and Q3 concentrations in the RSG models suggest that the structure would be more stable than 

comparable DSG systems. An increased concentration of Q3 species develops in the sISG model, 

and consequently the RSG structure due to the initial Na+ concentration which modifies the 

network through the formation of Q3 species9. Stable concentrations of Q2 and Q3 have been 

reported in experimental silica gels due to retaining Ca2+ or Na+ ions in the glass 9, 79.  With 

additional extended simulations (100+ ns) we hypothesize a complete transition from Q3 species 

to Q4 or Q2 
9, 79. Therefore, the silica gels inherit part of the silica connectivity from the 

multicomponent glasses structures from which the structures are developed.  
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Figure 4: Qn distribution of (a) de-polymerized silica gel (DSG) and (b) remnant silica gel 

(RSG) systems and silica component of the simplified international simple glass (sISG) 

structure.  

 

Intermediate range structures of glasses are analyzed by the ring size distribution, identified 

by the number of silicon in a ring, with dense silica composed primarily of seven-membered 

rings 63. Peak shifts from seven-membered to six- and five-membered rings have been previously 

identified in nanoporous silica, and continues here (Fig.5.a) 37. The silica ring concentration in 

the sISG model used as the basis of the RSG identifies that features of the original structure 

persist into the RSG system (Fig. 5.b). In both the RSG and the sISG system five-membered 

rings exhibit the highest concentration, compared to a six-membered ring peak in the DSG-600 

system with similar silica concentration. In Fig.5.b the ring size distribution of the silicon atoms 

in the sISG model indicates a strong five-membered ring peak. Computational silica gel models 

developed using sol-gel methods identified five-membered rings as an intermediate step in the 

formation of an interconnected silica network 80, 81, suggesting condensation of the silicon 

species in the RSG, which is not present in the DSG system. Overall, the RSG system inherits 

some of the intermediate range order from the multicomponent glass structure, creating a unique 

structure when compared with DSG systems.  
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Figure 5: Ring size distribution of (a) de-polymerized silica gel (DSG) and (b) remnant silica gel 

(RSG) structures and the silica component of simplified international simple glass (sISG) 

system.  

 

Pore size distributions were also calculated to identify structural differences in the gel 

between the DSG and RSG systems. The distribution of pore diameters (Fig.6) inside the system 

is calculated using the method by Bhattacharya and Gubbins 82.  The DSG-400 model with the 

lowest concentration of silicon has the broadest distribution of pore sizes with the highest 

concentration of ~4Å pores. The DSG-600 and RSG systems, which contain the same number of 

silicon (Table 1) exhibit significantly different pore structures, with the RSG systems having a 

peak pore size of 3.6Å in diameter. In comparison, the DSG-600 system has a much broader 

distribution of pore sizes indicating that the defect formation process creates more connected 

pores and a more fragmented silica network. This microstructural differences indicates that the 

pore structure develops differently in systems which begin with either a dense silica gel or a 

multicomponent oxide. Overall, the intermediate range order of silica gel systems formed from 

the multicomponent glass structure and depolymerized process are distinct. Future attempts to 

create realistic silica gel structures should consider the structure of the original multicomponent 

glass composition.  
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Figure 6: Pore size distribution in silica gel structures. Error bars are the standard deviation of 

three different gel structures. 

 

 

3.3 Diffusion inside silica gels  

Diffusion coefficients of water in the RSG system exhibit typical nanoconfined behavior, 

with hydrogen diffusion (DH) rates below bulk water (Table 4). Limited diffusivity maybe due to 

structure of confined water, forming H-bond networks adjacent to the surface 83, as suggested by 

earlier PDF analysis. Due to the complex porosity in the RSG systems most water molecules fall 

into this interfacial region, resulting in low diffusion coefficients. In Fig.7.a and Fig.8.a 

visualization of the water diffusion pathways demonstrate that in the RSG systems the water 

molecules are trapped inside the pore structure and limited diffusion occurs. It is expected that, 

after further dissolution of the regions between the confined pores, the pores in the RSG system 

will become connected. In the DSG systems increasing fragmentation results in DH values from 

6.29·10-5 cm2/s in DSG-400 to 0.39·10-5 cm2/s in the DSG-800 models. DH values in the DSG-

400 system are on the order of bulk water diffusion, indicating the rapid diffusion of water 

throughout the system. Increased diffusion can be connected with the diffusion of silica, the Q0 

concentration and the hydrogen-bond network inside the porous structure.  

The highly fragmented nanoporous silica structures (DSG-400) may be developing a water-

silica suspension, rather than a stable nanoporous gel through which the water diffuses, leading 

to high water diffusion coefficients. In these models not only are DH values elevated in the DSG-

400 system, but so are the DSi values, which are between 1.0·10-5 cm2/s to 2.0·10-8 cm2/s, higher 
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than the diffusion coefficient of silicon in silica of 10-15 cm2 (800K) 84. SiO4H4 molecules diffuse 

at a rate of 2.2·10-5 cm2/s, comparable to the diffusion of silica in the DSG-400 system (Fig.9.a) 

85-88. Additional theoretical investigations identify increased diffusion of silica dimer and trimers 

as well, in comparison to fully connected network silicon 85. Here, DSi increases with Q0 

concentration (Fig.9.b) approaching the experimental rate for dissolved silica in water in the 

DSG-400 system 88. In a stable silica system with water diffusing through the pores a high 

DH/DSi value is expected, and in the DSG-800 model the ratio is ~195 (Table 4) indicating the 

stability of the silica backbone. In the DSG-400 structure the DH/DSi is 6.2 suggesting that this 

low-density gel is comparable to a silica-water suspension, with increased water diffusion 

occurring due to changes in the viscosity and intermolecular forces 89. 

A second compounding factor is the stability of the H-bond network inside the gel 90. 

Silanols are predicted to have a H-bond concentration of ~2, with one bond from adsorbed water 

and the other from adjacent silanols 91. Calculation of H-bonds contributed by adsorbed water 

indicates a decreasing concentration from 0.50±0.02 H-bond/silanol in the DSG-400 system to 

0.20±0.02 H-bond/silanol in the DSG-800 system (Table 4) indicating an incomplete H-bond 

network. The RSG system exhibits similarly low concentrations of H-bonds at 0.20±0.02 H-

bonds/silanol, below the DSG-600 system with comparable silicon concentrations. The 

differences in the characteristics of the H-bonds at low concentrations may have an impact on 

water diffusion through the system, as high H-bond concentrations facilitate water movement by 

allowing for water hopping through the structure. Movement of silica fragments would 

exacerbate this affect as the H-bond network is continually disrupted, resulting in water diffusion 

to reform the network. Further investigation of the water network within a highly variable and 

unordered silica structure would provide insight into the effect of H-bond saturation on water 

diffusion.  

Ultimately, the differences in the structure of the silica gel models have an impact on the 

diffusion coefficients, with the RSG system exhibiting slower diffusion associated with 

nanoconfinement. Therefore, the underlying framework of the silica in the gel imparted by the 

original ISG composition creates a more interconnected structure than randomly created gels, 

and lowers the diffusion coefficient. The DSG-600 and RSG systems, with comparable silicon 

concentrations, exhibit significant differences in the diffusive properties, indicating that the 

structure will be critical in forming an accurate silica gel model which accounts for changing 
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diffusion. Future investigations of silica gels formed on the surface of multicomponent glasses 

will need to consider the role of the original glass composition when creating realistic structure 

models, due to the impact on the diffusional properties.  

 

Table 4: Diffusion coefficients of hydrogen (DH) and oxygen (DO) in the water molecules as 

well as the silicon (DSi) in the de-polymerized silica gel (DSG) and remnant silica gel (RSG).  

 DSG-400 DSG-600 DSG-800 RSG Water 

DSi (10-5 cm2/s) 1.01±0.07 0.07±0.02 0.002±0.002 0.019±0.01 - 

DH (10-5 cm2/s) 6.29±0.26 2.11±0.31 0.39±0.31 0.66±0.29 2.94±0.39 

DH/DSi 6.2 30.1 195.0 34.7 - 

Pore Size (Å) 4.0±1.7 3.6±0.8 3.6±0.6 3.6±0.6 - 

Hydrogen Bonds 

(per Si-OH) 
0.50±0.02 0.34±0.01 0.22±0.01 0.20±0.02 - 

 

 
Figure 7: Diffusion pathways of water molecules in the 50ps of simulation time at 300K inside 

(a) remnant silica gel (RSG) and (b) de-polymerized silica gel (DSG-600) systems. Different 

colors represent different water molecules.  
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Figure 8: Snapshots of water diffusion pathways in (a) remnant silica gel (RSG) and (b) the de-

polymerized silica gel (DSG-600) system. Colors: Si (yellow) O (red) H (white), diffusion 

pathway (gray)   

 

 
Figure 9: (a) Silicon diffusion coefficient (DSi) in silica gel structures with Q0 concentration and 

(b) hydrogen diffusion (DH) in water molecules with average hydrogen bond per silanol.   

 

4. Conclusions  

Silica gel models which mimic the interfacial layers formed during the dissolution of 

silicates in aqueous solutions were created using Reactive Force Field based molecular 

dynamics. Two different models were created, one is the silica remnant of a sodium 

boroaluminosilicate glass (RSG) and the other one is the fragmented dense silica structure which 

mimics hydrogarnet defect formation by the random removal of silicon (DSG). The RSG 

systems exhibit higher concentrations of Q3 species and five-membered rings due to the silica 

network structure in the original multicomponent glass. In contrast the DSG models with 

comparable silica concentration exhibits lower connectivity and a more fragmented silica gel 
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with less intermediate range structure. The remnant gel structures also have small pore sizes and 

exhibited narrower pore size distributions. Water diffusion coefficients in RSG are significantly 

lower than in the DSG systems, possibly due to nanoconfinement of water molecules within the 

porous silica structure with closed and isolated pores. In the DSG models the high fragmentation 

of the silica structure resulted in structures with more open and connected pores, resulting in 

increased water diffusion. These results suggest that additional steps of silica backbone 

dissolution is required to create more connected pores and make water diffusion in the remnant 

structure possible to reach the reaction front of pristine glasses. Due to the differences in the 

connectivity and intermediate range structure and their effect on the diffusivity of the system, 

microstructure of pore morphology is critical for the gel structure development in future 

understanding the dissolution behaviors especially the residual rates of glass dissolution.  
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ABSTRACT: Nanoporous silica gel structures and associated
interfaces formed on the surface of silicate and borosilicate
glasses play an important role in understanding the dissolution
mechanisms of these glasses. Interfacial models that consist of
bulk silica, nanoporous hydrated silica gel, and bulk water were
constructed and their evolution was studied to understand the
water−glass reaction fronts using the Reactive Force Field
(ReaxFF)-based molecular dynamics simulations. The short-
and medium-range structures of the gel and the interfaces as
well as water diffusion and silica dissolution behaviors were
studied in detail. It was found that the gel region exhibited an
increase in Si−O network connectivity with time, consistent with recent NMR results, due to cross-linking of siloxane bonds in
the gel and the dissolution of less connected [SiO4] groups into the water region. Higher network connectivity of the silica gel
can regulate transport of ions and plays the role of passivation. Dissolved silica clusters in water experienced an initial sharp
increase and then reached equilibrium concentration at longer time. The development of realistic multiphase nanoporous silica
gel interfacial models provides insights into understanding glass-dissolution mechanisms, especially the residual dissolution rate
and long-term corrosion behaviors of multicomponent borosilicate glasses.

1. INTRODUCTION

Together with other clean energy sources, nuclear power is a
key component to solve global environmental and energy
challenges. A cornerstone of nuclear energy is the safe disposal
of high-level nuclear waste from spent fuels. Borosilicate glasses
are accepted as one of the best host materials for the
immobilization of nuclear waste through vitrification. There-
fore, it is critical to accurately predict and assess the release of
radionuclides from these glasses when stored in geological
repositories. The corrosion process and long-term chemical
durability of the borosilicate glasses is determined by a series of
coupled chemical processes of water−glass interactions that
lead to the development of a stable gel layer, which controls the
residual dissolution rate.1 These glasses are envisioned to be
encapsulated in steel canisters and eventually stored in stable
geological underground sites. During storage the eventual
contact and interaction of the glass with the groundwater after
penetration of the barriers determines the release rate of
radioactive elements to the life cycle. It is thus critical to
understand the long-term dissolution behaviors of these glasses
in aqueous environments. Despite many outstanding exper-
imental investigations in this area,1−7 one of the key questions
is the dissolution front and primary reaction layers that control
the residual dissolution rate. This paper sheds light on these
complex water−glass interfacial structures and evolution from
sophisticated atomistic computer simulations using reactive
force-field-based molecular dynamics (MD) simulations.

Silicate and borosilicate glass dissolution occurs in a series of
stages. In the first stage a hydroxylated silicate layer depleted in
network modifiers forms due to ion exchange between cations
in the glass and protons from solution.1 Next, silica-rich
alteration layers form after the removal of soluble species from
the surface region and breaking of strained Si−O−Si
linkages.2−5 The alteration layer is in temporary equilibrium
with solution, forming a residual dissolution rate, which
dominates the lifetime of the glass. The complex structure of
the gel layer, including small pore sizes, variable composition,
and surface reactions, is credited to limiting rapid dissolu-
tion.5−8 Structural analysis and characterization of the
interfacial layers is complicated by the reactivity of the gel
and the hydrated amorphous microstructure. Computational
methods provide insight into the glass dissolution process by
modeling the silica−water interactions with atomic level
accuracy. High-resolution simulations can identify reactions
that control Si−O bond breakage and local reorganization of
the silica structure.
Previous computational investigations of the water−silica

interface have identified several processes that alter silica
dissolution. For example, slow water diffusion adjacent to the
water−silica interface and within the alteration layer will affect
kinetics of dissolution reactions.9−12 Low diffusion coefficients
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limit the ability of water molecules to travel to reactive
interfaces during dissolution and may be a factor in alteration
layer passivation. Solubility and polymerization have also be
investigated, including the stability of dissolved silica structures
and changing silica solubility limits with temperature and
pressure.13−16 Previous computational investigations of silica
dissolution reactions have focused on atomically flat surfaces
and well-ordered pore structures, which lend themselves to
analysis. For instance, hydroxylation and dissolution of flat silica
surfaces in water have been extensively studied using both ab
initio and classical MD methods.17−22 Alternatively, features of
silica−water interactions on larger length scales and complex
silica gel structures which develop during dissolution are more
difficult to simulate and analyze and therefore are rarely
investigated.
More realistic silica dissolution models will provide insight

into long-term changes in the surface structure due to the
dissolution processes. Structural models that mimic the
multiphase glass dissolution products are rare in literature
because realistic models of all of the components and the ability
to model complex water−silica reactions are required. To our
knowledge, this work is the first classical MD model that
investigates silica dissolution using not just a water−silica
interface but also an interfacial silica gel region. Inclusion of the
silica gel region allows for investigation of the alteration layers
effect on the dissolution of silicate glasses and will be critical in
understanding silica−water reactions in the presence of
complex interfaces and hydrated microstructures. The structure
of the interfaces, the silica-rich gel, and dissolved silica are
analyzed through the use of such an interfacial model. In this
manuscript, a three-component model consisting of dense
silica, silica gel, and bulk water regions is created, and the effect
of these regions on the structure of the silica and gel layers is
examined as the system evolves. This allows for the
investigation of complex water−glass interfacial structures
from robust atomistic classical MD simulations.

2. COMPUTATIONAL METHODS
2.1. Generation of the Silica−Gel−Water Interface

Model. The silica−gel−water (SGW) model contained three
sections, silica with a density of 2.2 g/cm3, a gel structure with a
density of ∼1.6 g/cm3, and bulk water with a density of 1 g/
cm3. To create the SGW model, a 3000 atom silica structure
was created from a melt-and-quench procedure using the
classical MD simulations with partial charge potentials.18 Next,
a dense 6000 atom silica system was formed from repeating the
initial silica structure in the z dimension. This resulted in a
3000 atom dense silica region and a second 3000 atom silica
block, which was the basis of the silica gel (Figure 1a). To form
the gel structure, silicon atoms in the second silica block were
randomly removed while the dangling oxygen atoms were
terminated with hydrogen to from silanol groups, mimicking
the formation process of hydrogarnet defects.23 Various
percentage of silicon were removed, resulting in silica gel
with different porosities. For the interface study, we chose the
gel structure with 40% of silicon removed because the
simplified international simple glass (ISG) composition
proposed to standardize nuclear waste glass dissolution
contains 40% soluble network modifiers.24 The resulting gel
structure thus contained 60% of the original silica tetrahedrons
with ∼40% porosity and randomly connected pores. A
snapshot of the resulting structure is shown in Figure 1b.
One of the major advantages of this procedure is that it creates

a continuous interface between dense silica region and the
nanoporous silica region without artificial interfaces. The gel
structure is formed by hydroxylation of the dangling bonds on
the internal surfaces of the nanoporous silica structure and then
filled with water molecules. A vacuum region 35 Å thick was
then added adjacent to the nanoporous silica regions that were
filled with bulk water (Figure 1c). This process creates two
interfaces: one water/bulk silica interface and one water/gel
interface. The final model had a simulation size of 35 Å × 35 Å
× 105 Å and contained ∼12 000 atoms. A schematic of the
development of the SGW model is included in Figure 1a−c.
Classical MD simulation of the model was performed using

the Reactive Force Field (ReaxFF). Dynamic simulations were
performed at 300, 500, 700, or 900 K under microcanonical
ensemble with a Nose−́Hoover thermostat for 1 ns using a 0.25
fs time step (total 4 × 106 steps) at each temperature. Higher
temperatures were implemented to allow for faster structural
evolution because siloxane bond breakage has an energy barrier
ranging from 0.6 to 1 eV,25 and limited bond breakage and
formation occur in realistic simulation times at low temper-
atures. High temperature also promotes faster evolution of the
gel and formation of more advanced structures, thus enabling
access to gel structures that are difficult to simulate at low
temperatures. Simulations ran at 300 K are termed “SGW-1” to
represent the structure that has undergone the lowest annealing
and is expected to exhibit the least structural rearrangement.

Figure 1. Schematic outline of the generation of the SGW model
systems beginning with formation of (a) dense silica, followed by (b) a
hydroxylated nanoporous silica in contact with dense silica, and
finishing with (c) the complete model (silica on the left, hydrated silica
gel in the middle, and bulk water on the right) Colors: oxygen (red),
silicon (yellow), and hydrogen (white).
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The remaining systems, SGW-2, SGW-3, and SGW-4, were
equilibrated at 500, 700, and 900 K respectively.
Temperature-accelerated dynamics has been used for

evaluation of surface diffusion, studies of crystal growth, and
the simulation of proteins and included temperatures as high as
1100K.26−28 In temperature-accelerated dynamics, individual
reactions are screened to identify and remove specific high-
temperature reactions because thermal energy alters the ratio of
high- and low-barrier reactions.26 Following the 1 ns simulation
at elevated temperatures, 100 ps of NVT relaxation at 300 K
was performed to cool the systems and remove unstable high-
temperature structures. The structural analysis of the systems is
based on configurations from this final step.
2.2. Reactive Force Field (ReaxFF). The classical MD

simulations in this work were performed using the dissociative
water−silica potential ReaxFF, developed by van Duin,
Goddard, and coworkers.29 The water/silica ReaxFF potential
was used to study the interface of silica and water by Fogarty et
al.17 This ReaxFF potential was recently reparametrized by
Yeon and van Duin to improve the description of energetics of
water/silica reactions.29−31 Rimsza et al. compared the 2015
and the 2010 ReaxFF parameters to simulate water/nano-
porous silica reactions with data ab initio MD simulations and
confirmed the improvement of the new parametrization.32 The
new water/silica parametrization30 was used in this study. The
ReaxFF force-field parameters are included in the Supporting
Information.
ReaxFF allows for both bond breakage and formation by

evaluating bond order through calculation of interatomic
distances. Bond orders are revaluated at every time step and
allow for atoms to transition from one bonding state to
another. The force field consists of several partial energy terms
(eq 1) that decrease smoothly with distance to avoid stepwise
changes in system energy.29,30

= + + + + +

+ + + +

E E E E E E E

E E E E

total bond over under LP val pen

tors conj VDW Coul (1)

A description of the partial energies and functional forms is
included in ref 29. ReaxFF has been implemented to identify
the role of humidity on surface structures,33 the formation of
silica nanocages,34 the structure of hydrated calcium silicates,10

and water confined in silicates.35 In this work, ReaxFF is
implemented in the open-source code LAMMPS, a classical
MD code distributed by Sandia National Laboratories.36

3. RESULTS AND DISCUSSION

3.1. Evolution of the Silica, Gel, and Water Interfacial
Structures. After developing of the SGWs models, the
structure was analyzed to identify changes in the silica−gel
and gel−water interfaces. During the course of the simulation,
growth and shrinkage of different regions occurred as atoms
diffuse through interfaces. Regions were separated by dividing
the simulation cell into 2 Å sections along the z axis and
calculating the density of SiO4 tetrahedron. Silica had a SiO2
density greater than 2 g/cm3, 90% of the density of
experimental silica (2.2 g/cm3). The silica gel region had a
density greater than 1.0 g/cm3, 10% less than half the density of
silica. Water regions of the SGW model had silica densities of
<0.2 g/cm3. The cutoff values correspond to naturally occurring
breaks in the z-density profile of the silica species between
regions (Figure 2).

The interfaces remain distinct, even for the SGW-4 structure,
which experiences the most structural evolution. The silica
region is consistently stable with a width of 30 Å and a silica
density of 2.10 ± 0.06 g/cm3. The majority of the structural
rearrangement occurs between the gel and water regions with
the advancement of the gel−water interface into the water
region. The initial gel−water interface thickness is 4 Å and
expands to 12 Å in the SGW-3 model, after which slight
contraction results in a 10 Å thick interface in the SGW-4
model. With higher temperature evolution of the system,
increased Si−O bond breakage and structural rearrangement
can occur (discussed in Section 3.2), along with diffusion of
water molecules into and out of the gel through the gel−water
interface. This may allow for expansion or contraction of the gel
region, depending on silica species migration into the water
region. Snapshots of the interface included as Figure 3
demonstrate the growth of the gel−water interface into the
water region as well as the development of dissolved silica
species.
Evolution of the gel region as the model progress is

confirmed by the changing pore-size distribution (Figure 4).
Pore-size distributions were calculated using the method by
Bhattacharya and Gubbins37 using a probe molecule size of 1 Å.
Initially a small narrow pore size distribution is present due to
the random removal of silicon forming extremely localized
defects, which combine to form larger pores and voids in the
structure. As the model progresses the pore-size distribution
broadens, with pores as large as 6 Å forming, indicating
rearrangement of the gel structure. Model SGW-3, which
exhibits the greatest growth in the silica gel region, has the
broadest distribution, suggesting that it has undergone the most
restructuring. Further discussion of the changing microstructure
of the gel is discussed in subsequent sections.
While the SGW model consists of relatively small length

scales of the different regions, experimental evidence has
identified alteration gel thickness at comparable widths. For
example, composition profiles of the 28-component French
nuclear waste glasses SON6838 leeched in a potassium- and
silicon-rich solution develop gel layers ∼10 Å thick after 2
weeks and ∼50 Å thick after 3 months.39 While the systems
investigated here are composed of only pure silica and the
development of a silica-rich gel layer on the surface of
multicomponent oxides is controlled by the composition of the

Figure 2. Z-density profile of silica density in SGW models.
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glass and solution,1 the thickness of the gel region used here is
consistent with typical nuclear waste glass compositions after 1
to 2 months of dissolution.39 Further investigations of glass
dissolution can increase the width of the silica gel region to
approximate glasses, which have undergone more extensive
dissolution. Overall, the water−gel interface is more unstable
than the gel−silica interface, and understanding the silica
dissolution process will require a more in-depth analysis of gel−
water interfaces.
3.2. Structure Characterization of the Silica, Gel, And

Water Interfaces. Intermediate range features of the silica gel
structure identify reorganization of the silica network as the
SGW model evolves. For example, the Qn species, which
identify the number of oxygen “n” that are bonded to silicon,
have been used to describe the process of silica dissolution.
Silica removal from a corrosive interface results in the

formation of a SiO4H4 molecule or a hydroxylated Q0 species
through a series of sequential steps. Initially, a SiO4 tetradron is
fully coordinated and individual Si−O bonds break one by one,
forming a Q3, then a Q2, a Q1, and finally a Q0 species (Q4 →
Q3 → Q2 → Q1 → Q0).

14,15,25 The connectivity (C) can also be
calculated and describes the average number of bridging oxygen
associated with a silicon atom.

∑= ·
=

C n C
n

Q
0

5

n
(2)

Fully coordinated dense silica is composed entirely of silicon
bonded to four bridging oxygen and has a connectivity of four.
In the silica region of the SGW model the Qn distribution

remains relatively constant (Figure 5a). The connectivity

decreases by ∼0.03 from the initial model to the SGW-4
model, which occurs primarily along the interfaces with the
conversion of Q4 and Q3 to lower Qn species. The gel region of
the SGW model exhibits significantly more structural rearrange-
ment (Figure 5b), with an increase in the connectivity of 0.26
between the initial and SGW-4 structures, a 12% increase.

Figure 3. Snapshots of evolving gel−water interface and dissolved
silica in the water region for the SGW model structures. Colors:
oxygen (red), silicon (yellow), and hydrogen (white).

Figure 4. Pore-size distribution of the silica gel region of the SGW
models.

Figure 5. Qn distribution of the (a) silica and (b) gel regions of the
SGW models.
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Examination of individual Qn distributions identified decreases
in Q0 and Q1 concentrations due to diffusion of silica
monomers into the adjacent water region. Previous computa-
tional studies have identified changing activation energies for
siloxane bond breakage based on the Qn species of the silicon
atoms.25,40 Results indicated that the Q1 → Q0 conversion has
the lowest activation energy of the coordination structures.33

This accounts for the decrease in the Q1 and Q0 species relative
to other silicon in the gel structure. Comparatively the Q4 →
Q3 or Q3 → Q2 transitions are reported as having the highest
activation energies, indicating retention in the gel structure.25,40

The increase in the Q2, Q3, and Q4 species reflects this trend.
Because of the increase in the connectivity, a more perfect silica
backbone structure is developed, which may also be responsible
for the formation of a dense silica surface layer. Additionally,
the removal of lower coordination structure such as Q1−Q0
species may allow for the fully coordinated silicon to condense
into crystalline phases. Therefore, the SGW model developed
here is consistent with previous classical MD and density
functional theory (DFT) reports for stability of Qn species
during silica dissolution.
Experimentally, nuclear magnetic resonance (NMR) has

been used to characterize the alteration layers of nuclear waste
glasses by identifying the 29Si chemical shift associated with
varying coordination environments. Decreasing 29Si chemical
shifts are associated with lower Qn species and have been well
established in binary glasses, where the addition of network
modifiers results in a clear shift of the 29Si NMR peak.41

Nuclear waste glasses are modified with highly soluble species,
with silicon concentrations of ∼60%.24 With the inclusion of
network modifiers such as calcium or sodium, Q1 and Q2
species are stabilized by the charge-compensating mechanisms
of the cations.6 Once those species have dissolved the system is
restructured, forming higher concentrations of Q3 and Q4
species.6 Qn distributions were investigated experimentally in
French SON68 nuclear waste glass, a 28-component highly
modified sodium borosilicate.38 SON68 contains ∼46 wt %
SiO2, 5 wt % Al2O3, 14 wt % B2O3, and 10 wt % Na2O with the
balance composed of additional trace elements.38 In SON68
glass the Qn distribution in silica gels was evaluated by NMR
and after 7 days concentrations of Q2 and Q3 increased and Q4
species increased after 21 days.42 Because of the high number of
components in SON68 compared with the pure silica systems
studied here some inconsistencies between the results are
expected. While the simulations performed here are on a much
shorter time scale than the reported experimental results, both
methods demonstrate an increase in the connectivity of the
silica gel. By removing the silicon tetrahedron the remaining
silanol groups condense and reform the siloxane bonds,
increasing the connectivity.
The SGW models demonstrate increased connectivity, as

seen in experiments, and are consistent with differences in Qn
stability identified from both classical MD and DFT simulations

(Table 1). Inclusions of additional species in the gel and bulk
regions as available force fields develop will allow for targeted
investigations of different compositions on the structure of the
interfacial gel layer.
Beyond the Qn distribution, the intermediate range structure

of the silica and gel regions is identified through the ring-size
distribution. Silica tetrahedral are organized into rings,
separated by the number of silicon atoms included in the
ring structure, with a six-member ring containing six silicon
atoms and six bridging oxygen atoms. Amorphous silica
contains primarily six-membered rings, as do crystalline silicate
polymorphs such as α and β quartz.43 The silica region of the
SGW model exhibits a clear and consistent peak between six-
and seven-membered rings (Figure 6a), which does not change
as the system evolves. A few small adjustments, such as
decreases in six-membered ring concentrations, are offset by
increases in eight-membered ring concentrations and indicate
that some restructuring occurs at the interfaces.
The gel region exhibits significant restructuring in the ring

size distribution as the SGW models evolves. The clearest
features are increases in five-, six-, and seven-membered rings,
which indicates reformation of the dense silica, because pure
silica has a peak concentration of six-membered rings.44,45 In
the less evolved models (SGW-1, SGW-2, and SGW-3) this
affect is less severe, but in the SGW-4 model increases in six-
and seven-membered rings indicate a significant formation of
ring sizes found in dense silica. Raman spectroscopy of the
oglomerization of silica gels noted the initial development of
three- and four-membered rings as silica suspensions form a
siloxane backbone, followed by the development of a Boson
peak in the spectra, characteristic of a glassy material.46,47

Therefore, as the structure of the gel evolves it is expected that
the structure will tend toward developing an amorphous
structure (Figure 6b). The development of the silica gel in the
SGW model mimics this process, with an intermediate range
order that evolves over the course of the simulation to become
more consistent with dense silica.
Changes in the short-range structural features, including Si−

O bond distances and Si−O−Si bond angles, are limited,
suggesting that the silica maintains the structure of the SiO4
tetrahedral. More information on the short-range structure,
including pair distribution functions and bond-angle distribu-
tions, is available in the Supporting Information.

3.3. Water Diffusion in the Silica, Gel, and Water
Interfacial Regions. A critical factor in evaluating silica
dissolution is the effect of the interface and the gel structure on
water diffusion. To calculate diffusion coefficients, the mean-
squared displacement (MSD) from the last 50 ps of the final
300 K 100 ps equilibrium run is used to remove temperature
affects between the different structures. The MSD was
calculated from eq 3, with xj(0) as the position of particle ‘j’
at time 0, xj(t) as the position of particle ‘j’ at time t, and n as
the number of atoms in the system.48

Table 1. Qn Distribution and Connectivity (C) in the Silica and Gel Regions of the SGW Models

silica gel

Q1 Q2 Q3 Q4 Q5 C Q0 Q1 Q2 Q3 Q4 C

initial 0.33 5.21 14.33 79.91 0.22 3.74 6.27 24.56 36.06 25.26 7.84 2.04
SGW-1 0.35 6.18 14.69 78.56 0.23 3.72 4.61 19.16 35.74 31.56 8.93 2.21
SGW-2 0.82 5.83 13.87 79.25 0.23 3.72 3.32 21.15 36.56 29.61 9.37 2.21
SGW-3 0.71 5.92 14.20 79.17 0.00 3.72 3.11 18.97 38.41 30.48 9.02 2.23
SGW-4 0.83 6.24 13.29 76.53 0.00 3.72 2.44 16.59 39.27 31.51 10.20 2.30
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The diffusion coefficient was calculated from the MSD using
the Einstein diffusion (eq 4)48
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Atomic species were separated into three regions, silica, gel, and
water regions. The translational diffusion coefficients were
calculated by isolating the diffusion in the x and z dimensions.
As the models evolve, water diffusion (DH) increases in both

the water and gel regions in both the x dimension and z
dimension (Figure 7). Increasing DH values in the gel region
are due to the decreasing silica concentration (Figure 2 and
Table 2), which allows for less confinement of water within the
gel region due to a more open structure. Additionally,
decreasing concentrations of Q0 and Q1 species may open
channels within the system and form larger voids and free
space, which allow for water diffusion. Despite the increases in
DH values in the gel as the structure evolves, the diffusion is still
sharply limited when compared with DH in the water region, so

that the gel decreases the ability of the water to reach the
silica−gel interface. DH in the x dimension and z dimensions
are not significantly different in the gel region, indicating that
no opening of the structure is preferred in one dimension over
the other and that water is equally confined within the system.
In the water region the DH values are initially below what has

been previously reported for bulk water, at 5 × 10−6 cm2/s
compared with 2.9 × 10−5 cm2/s.17 The lower DH values are
accounted for by some bounding effects that occur at the
silica−water and gel−water interface, which slow diffusion due
to the formation of hydrogen bonds.49 Low DH value are more
distinct in the z dimension, as water runs into the water−gel
and silica−gel interfaces and cannot diffuse farther. In
comparison the x-dimension DH values are consistently higher
than those in the z dimension because less restricted movement
of the water molecules are allowed parallel to the interface. As
the models evolve, DH values in the water region continue to
increase (Figure 7a,b). This is contrary to the hypothesis that
dissolved silica monomers would slow water movement by
trapping water molecules between silica fragments. Previous
investigations of silica gel system, which mimic the gel used in

Figure 6. Ring-size distribution for the (a) silica and (b) gel regions of
the SGW models and the initial structure.

Figure 7. Translational water diffusion, separated by (a) hydrogen and
(b) oxygen atoms in the gel and water regions of the SGW model in
the x and z dimensions and bulk water.
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this model, have noted increased water diffusion in silica−gel
suspensions, which contain highly fragmented hydrated silica
structures. In these systems the relatively high diffusion
coefficients of silica monomers are hypothesized to create a
water−silica suspension, with both water molecules and silica
fragments diffusing. This results in a disruptive unstable system
due to the breakage and reformation of hydrogen-bond
networks in the water.
Here the average hydrogen bonds per water molecule were

calculated to indicate the strength of the hydrogen-bond
network in the water region. Hydrogen bonds were calculated
from geometric parameters using a donor−acceptor distance of
<3.9 Å and a hydrogen−acceptor distance of <3.2 Å. These
parameters have been implemented in previous investigations
of hydrogen bonding in water and are reported to provide the
upper limit of the number of hydrogen bonds per water
molecule.50 Hydrogen bonding between water and silanol
groups used a donor−acceptor distance of <3.2 Å and a
hydrogen−acceptor distance of <2.6 Å. These parameters are
consistent with calculation of water−silanol hydrogen bonds by
previous authors.49,51 Average hydrogen bonds per water
molecule decreased from a 3.46 bonds/mol for the SGW-1
system to 3.26 bonds/mol in the SGW-4 system (3.34 bonds/
mol and 3.28 bonds/mol for SGW-2 and SGW-3 models,
respectively). Previous authors52,53 have theorized that the
number and strength of hydrogen bonds between water
molecules controls the diffusion because a hydrogen bond
needs to be broken to allow two molecules to diffuse away from
each other. Additionally, hydrogen-bond concentration around
water molecules increases as the molecule moves away from an
interface, which has also been attributed to slowing water
diffusion during nanoconfinement.54 Therefore, decreasing
hydrogen bonds per water molecule seen in the model
structures here result in increases in water diffusion in the
SGW-4 model compared with the SGW-1 model. A detailed
investigation of the strength, structure, and concentrations of
the hydrogen-bond network in the silica gel and adjacent to the
interface is of interest but is left to future investigations.
In addition to the hydrogen-bond network, jumping and

tumbling mechanisms are both suggested as methods of
increasing water diffusion in silica−water suspensions.55,56

The high water diffusion occurs between both the hydrogen
(Figure 7a) and oxygen atoms (Figure 7b) in the water,
suggesting that the entire water molecule is diffusing, not just
hydrogen atoms jumping in-between water molecules. The high
diffusion indicates the development of a highly reactive zone
adjacent to the gel−water interface, which will have a significant
effect on the development of dissolved silica species.
3.4. Silica Dissolution. Silica dissolution is identified by

loss of silica from the bulk material and increasing silica
concentration in the aqueous solution. Experimentally, silica
concentration in water is measured in dilute conditions due to

the large volume of water in which glass powders or coupons
are submerged.57 Additionally, time frames for dissolution
experiments vary on the order of hours, days, months, or years.5

Because of computational limitations, the existence of a single
silicon atom in the water region results in silica concentrations
beyond what would occur in experimental systems, where the
silicon concentrations are measured far from the interface. Even
so, analysis of the silica concentration provides insight into
silica dissolution at the gel−water interface.
The experimental solubility limit of amorphous silica in water

at 300 K is ∼1500 ppm (1.5 g/L).58 During the dissolution of
multicomponent glass the silicon concentrations in water are
lower at ∼600−700 ppm (0.6 to 0.7 g/L) for sodium
borosilicate glasses and even lower for the SONG68
composition (50−120 ppm or 0.05 to 0.12 g/L).59,60 In this
work, dissolved silica concentrations are ∼7 g/L for the SGW-1
model and increase to ∼42g/L for SGW-4 model (Table 2).
The dissolved silica concentration is one to 2 orders of
magnitude higher than experimental results measured far from
the interface. The initial rapid increase in silica concentration
(in the SGW-1 model) followed by a leveling off between 40
and 50 g/L indicates the development of an equilibrium
condition. The high concentration is due to the limited size of
the water region that does not allow for further diffusion of
silica away from the interface. Despite the high local
concentration, similarly high concentrations of ions have been
measured next to surfaces during pitting and crevice
corrosion.61

Another interesting feature of the dissolved silica in the SGW
model is the formation of monomeric silica (SiO4H4), silica
dimers, or longer silica chains. Primarily monomeric forms of
dissolved silica have been identified experimentally by Raman
spectroscopy at temperatures below 900 K.14,15 Monomeric
silica is also the primary dissolved silica species identified during
the dissolution of multicomponent glasses.5 Computational
analysis of the stability of silica species in water in cluster
calculations has indicated that monomers, dimers, and trimers
are energetically favorable under certain conditions.62−64 The
polymerization reactions responsible for the condensation of
silica from an oversaturated solution identified that the silica
progresses from monomers, to dimer, to linear trimers and then
to more complex ring structures.63 Because deposition of silica
from solution onto gel surfaces has been suggested as a
mechanisms for silica gel formation, the existence of more
complex silica species, particularly close to the interface, is of
interest.5

The identification of the structure of dissolved silica in the
SGW model is complicated by the diffuse water−gel interface.
Therefore, only silica species that are greater than 3 Å away
from the interface are considered to have successfully
transitioned from the interface to the bulk water region. Silica
concentration was calculated by averaging the density of

Table 2. Silica Concentration in Either the Water Region (g/L) and in the Gel, Silica, and Interface Regions (g/cm3)a

water region: all Si water region: monomers water−gel interface gel region gel−silica interface silica region

units (g/L) (g/L) (g/cm3) (g/cm3) (g/cm3) (g/cm3)

initial 0.00 ± 0.00 0.00 ± 0.00 0.34 ± 0.14 1.21 ± 0.03 1.65 ± 0.17 2.02 ± 0.03
SGW-1 5.19 ± 3.48 2.59 ± 1.32 0.70 ± 0.15 1.06 ± 0.03 1.54 ± 0.20 2.04 ± 0.06
SGW-2 25.93 ± 6.75 7.78 ± 2.17 0.73 ± 0.13 0.98 ± 0.02 1.67 ± 0.20 2.05 ± 0.05
SGW-3 34.58 ± 9.86 9.15 ± 3.56 0.74 ± 0.07 0.84 ± 0.03 1.63 ± 0.22 2.05 ± 0.04
SGW-4 29.77 ± 7.16 9.60 ± 2.79 0.75 ± 0.11 0.89 ± 0.02 1.66 ± 0.20 2.05 ± 0.05

aVariation is the standard error.
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dissolved silica in 2 Å segments of the water region and
reported with the standard error (SE). SE is calculated using eq
5, with SD as the standard deviation and n as the number of
observations/iterations.

= SD
n

SE
(5)

Throughout the SGW models a number of silica species
form, including monomers, dimers, trimers, as well as longer
silica chains. Monomers (Q0) are the majority of the dissolved
species with similarly high concentrations of Q1 species (Figure
8a), which most commonly form as silica dimers or as the end

silicon in linear chain molecules. Overall, 80%+ of the silica
clusters in the water region are either monomers or dimers,
with the balance being composed of longer chain structures.
The higher temperature of the 1 ns simulation for the SGW-2,
SGW-3, and SGW-4 simulations may also allow for diffusion of
larger chunks of silica into the water region, which can then
break into monomers during the 300 K equilibration run.
Additionally, the concentration of large polymerized silica
clusters may be the result of the small model size, which

develops oversaturation conditions that stabilize silica chains.
Additionally, some of the silica appears to dissolve and diffuse
into the water region in larger clusters or chunks, with weaker
Q1 and Q2 linkages breaking, allowing for higher coordination
of the dissolved silica. At 300 K the silica chains are unstable
and either repolymerize on the silica surface or break up to
form smaller clusters or monomers, which diffuse through the
solution faster than large molecules.63

If only the monomeric silica is considered, because
experimentally all of the stable silica in water is reported to
be SiO4H4, then the concentration of silica increases from 2.59
g/L in SWG-1 to 9.60 g/L in SGW-4 and plateaus, suggesting
saturation conditions. This is in contrast with much higher
concentration of dissolved silica when larger clusters are
considered (Figure 8b). Despite the high silica concentration
levels, the trend is consistent with experiment, an initial high
development of dissolved silica species, followed by a tapering
off of silica concentration once a saturation condition is
reached. The stabilizing of dissolved monomer concentration
suggests that the model is approaching equilibrium, with a
balance between dissolving and repolymerizing silica species
occurring at the gel−water interface. Further analysis of the
structure for more evolved SGW models will need to be
performed to confirm this assertion.
Silica enrichment of the water−gel interface also develops,

with the amount of silica doubling from 0.34 (SGW-1) to 0.74
g/cm3 (SGW-4), compared with a similar decrease in the silica
concentration in the gel, transitioning from 1.21 g/cm3 in the
initial structure to 0.84 g/cm3 in the SWG-4 model.
Comparatively, the silica concentration in the gel−silica
interface and the silica region remained constant at ∼1.6 and
∼2.05 g/cm3 in the equilibration steps. Therefore, the majority
of the movement of silica is transferring from the gel to the
water region, with almost no silicon transferring from the silica
to the gel region. Overall, the water−gel interfacial region and
the gel are responsible for the development of silica saturation
conditions, and further restructuring of the surface, including
repolymerization of silica onto the gel, may occur once the
system reaches equilibrium conditions.

4. CONCLUSIONS
MD simulations with the bond-order-based Reactive Force
Field (ReaxFF) potential were used to create three-component
glass dissolution interface models consisting of bulk silica, silica
gel, and water regions, with naturally formed water−gel and
gel−silica interfaces. The SGW models were allowed to evolve
at 300, 500, 700, and 900 K for 3 million steps (∼1 ns) to
simulate the progression of the gel layer. These models of the
dissolution gel structure provided atomic level insights into the
gel, the interfacial structure, and their evolutions. The results
indicate that there is a gradual growth of the gel region into the
water, resulting in dissolution of silica into the water from the
gel, while the dense silica remains intact at these temperatures
and time ranges.
The medium range network structure of the gel was analyzed

in terms of Qn and ring-size distributions. The most defective
sites in the gel, such as Q1 and Q2 species, were dissolved,
resulting in an enrichment of the Q3 and Q4 species and an
increase in network connectivity of the gel region. The trend
toward highly connected silica network suggests the tendency
of the gel structure to form ordered and stable phases rather
than the initial highly fragmented network structure.59 Similar
trends were observed in the ring-size distribution, with the

Figure 8. (a) Qn speciation of dissolved silica in the water region of
the SGW models and (b) distribution of dissolved silica molecules by
the number of silicon atoms in a cluster. Error bars are the standard
error.
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formation of five-, six-, and seven-membered ring as the gel
evolves, which are more consistent with silica with a peak in the
ring size distribution at six-membered rings.45

It was observed that the silica concentration in the water
regions (solution) increased due to both individual silica
monomers and small silica clusters breaking from the gel
surface and diffusing into the water. Of the dissolved species,
the majority (50%+) are monomers, and their concentrations
increase to >70% for more evolved systems. Silica monomer
concentrations vary from 3 to 10 g/L, 3−8 times the
experimental values for pure silica dissolution of ∼1.5 g/L.48

The relatively low volume of water and short distance between
the dissolved silica and the gel−water interface increased the
silica concentration in the water region while experimental
results measure silica concentration far from the interface. The
silica concentration rapidly increases before stabilizing at ∼10
g/L, suggesting that the model has reached a saturation
condition for silica in aqueous solutions.
The silica gel structure and associated interfaces generated in

this work provide atomic-level structural details and dynamic
properties of the porous silica gel structures. It showed that gel
structure evolution led to increased silicon−oxygen network
connectivity of the silica gel, suggesting that the formation of a
highly connected network region that can regulate the diffusion
of reactive species and products thus controls the dissolution
rate. These models shed light on the key steps of glass
dissolution, especially the residual rate behaviors of silicate
glasses. With the recent development of force fields that
simulate reactions between water and multicomponent oxides,
interfacial models that account for the complex gel layers
formed during dissolution can be investigated in detail to
provide mechanistic insight into the effect of composition on
dissolution.
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(58) Gunnarsson, I.; Arnoŕsson, S. Amorphous Silica Solubility and
the Thermodynamic Properties of H4SiO4 in the Range of 0 to 350 C
at P Sat. Geochim. Cosmochim. Acta 2000, 64, 2295−2307.
(59) Guittonneau, C.; Gin, S.; Godon, N.; Mestre, J.; Dugne, O.;
Allegri, P. A 25-Year Laboratory Experiment on French SON68
Nuclear Glass Leached in a Granitic Environment−First Investiga-
tions. J. Nucl. Mater. 2011, 408, 73−89.
(60) Ferrand, K.; Abdelouas, A.; Grambow, B. Water Diffusion in the
Simulated French Nuclear Waste Glass Son 68 Contacting Silica Rich
Solutions: Experimental and Modeling. J. Nucl. Mater. 2006, 355, 54−
67.
(61) Wolfe, R. C.; Weil, K. G.; Shaw, B. A.; Pickering, H. W.
Measurement of Ph Gradients in the Crevice Corrosion of Iron Using
a Palladium Hydride Microelectrode. J. Electrochem. Soc. 2005, 152,
B82−B88.
(62) Tossell, J. Theoretical Study on the Dimerization of Si(OH)4 in
Aqueous Solution and Its Dependence on Temperature and Dielectric
Constant. Geochim. Cosmochim. Acta 2005, 69, 283−291.
(63) Doltsinis, N.; Burchard, M.; Maresch, W.; Boese, A.;
Fockenberg, T. Ab Initio Molecular Dynamics Study of Dissolved
SiO2 in Supercritical Water. J. Theor. Comput. Chem. 2007, 6, 49−62.
(64) Rimsza, J.; Du, J. ab initio Molecular Dynamics Simulations of
the Hydroxylation of Nanoporous Silica. J. Am. Ceram. Soc. 2015, 98,
3748−3757.

The Journal of Physical Chemistry C Article

DOI: 10.1021/acs.jpcc.7b02734
J. Phys. Chem. C XXXX, XXX, XXX−XXX

J

http://dx.doi.org/10.1021/acs.jpcc.7b02734
http://pubs.acs.org/action/showLinks?crossref=10.1016%2Fj.jnucmat.2010.10.075&coi=1%3ACAS%3A528%3ADC%252BC3cXhsFyjsbrK
http://pubs.acs.org/action/showLinks?system=10.1021%2Facs.jpcc.6b07939&coi=1%3ACAS%3A528%3ADC%252BC28Xhs1SjtrbL
http://pubs.acs.org/action/showLinks?pmid=11580528&crossref=10.1103%2FPhysRevLett.87.126101&coi=1%3ACAS%3A528%3ADC%252BD3MXmsFCitb4%253D
http://pubs.acs.org/action/showLinks?crossref=10.1016%2FS0009-2614%2800%2901032-0&coi=1%3ACAS%3A528%3ADC%252BD3cXosVGisr0%253D
http://pubs.acs.org/action/showLinks?crossref=10.1016%2FS0016-7037%2899%2900426-3&coi=1%3ACAS%3A528%3ADC%252BD3cXktlSmsL4%253D
http://pubs.acs.org/action/showLinks?system=10.1021%2Fjp004368u&coi=1%3ACAS%3A528%3ADC%252BD3MXmvFChu78%253D
http://pubs.acs.org/action/showLinks?pmid=20194785&crossref=10.1073%2Fpnas.0914540107&coi=1%3ACAS%3A528%3ADC%252BC3cXjvFGntrk%253D
http://pubs.acs.org/action/showLinks?crossref=10.1149%2F1.1851053&coi=1%3ACAS%3A528%3ADC%252BD2MXhs1Kkurk%253D
http://pubs.acs.org/action/showLinks?crossref=10.1093%2Fprotein%2F15.5.359
http://pubs.acs.org/action/showLinks?crossref=10.1016%2Fj.jnucmat.2016.04.028&coi=1%3ACAS%3A528%3ADC%252BC28XntVGju7c%253D
http://pubs.acs.org/action/showLinks?pmid=10061587&crossref=10.1103%2FPhysRevLett.76.928&coi=1%3ACAS%3A528%3ADyaK28Xotl2iuw%253D%253D
http://pubs.acs.org/action/showLinks?system=10.1021%2Fjp067380g&coi=1%3ACAS%3A528%3ADC%252BD2sXlt1Ogt78%253D
http://pubs.acs.org/action/showLinks?system=10.1021%2Fjp044360a&coi=1%3ACAS%3A528%3ADC%252BD2MXht1OqtbrE
http://pubs.acs.org/action/showLinks?crossref=10.1006%2Fjcph.1995.1039&coi=1%3ACAS%3A528%3ADyaK2MXlt1ejs7Y%253D
http://pubs.acs.org/action/showLinks?crossref=10.1016%2Fj.gca.2010.03.028&coi=1%3ACAS%3A528%3ADC%252BC3cXmtVCqtL4%253D
http://pubs.acs.org/action/showLinks?system=10.1021%2Fja208894m&coi=1%3ACAS%3A528%3ADC%252BC38Xks1Wrsg%253D%253D
http://pubs.acs.org/action/showLinks?crossref=10.1016%2Fj.jnucmat.2008.06.044&coi=1%3ACAS%3A528%3ADC%252BD1cXhtFOjsLrL
http://pubs.acs.org/action/showLinks?system=10.1021%2Fjp804528z&coi=1%3ACAS%3A528%3ADC%252BD1cXhsFSqsLjI
http://pubs.acs.org/action/showLinks?crossref=10.1016%2Fj.jnucmat.2006.04.005&coi=1%3ACAS%3A528%3ADC%252BD28XnsFGnu7k%253D
http://pubs.acs.org/action/showLinks?crossref=10.1038%2F379055a0&coi=1%3ACAS%3A528%3ADyaK28XivVKhtQ%253D%253D
http://pubs.acs.org/action/showLinks?system=10.1021%2Facs.jpcc.5b09784&coi=1%3ACAS%3A528%3ADC%252BC2MXitVSksrvI
http://pubs.acs.org/action/showLinks?crossref=10.1111%2Fjace.13731&coi=1%3ACAS%3A528%3ADC%252BC2MXht1yrtrzM
http://pubs.acs.org/action/showLinks?system=10.1021%2Facs.jpcc.5b09784&coi=1%3ACAS%3A528%3ADC%252BC2MXitVSksrvI
http://pubs.acs.org/action/showLinks?crossref=10.1063%2F1.481576
http://pubs.acs.org/action/showLinks?system=10.1021%2Fjp048047k&coi=1%3ACAS%3A528%3ADC%252BD2cXoslSgtL8%253D
http://pubs.acs.org/action/showLinks?system=10.1021%2Fjp0276303&coi=1%3ACAS%3A528%3ADC%252BD3sXjt1eqt7s%253D
http://pubs.acs.org/action/showLinks?crossref=10.1142%2FS0219633607002848&coi=1%3ACAS%3A528%3ADC%252BD2sXjslOmsLc%253D
http://pubs.acs.org/action/showLinks?pmid=24714721&crossref=10.1039%2FC4CP00030G&coi=1%3ACAS%3A528%3ADC%252BC2cXmslWjtLk%253D
http://pubs.acs.org/action/showLinks?crossref=10.1111%2Fjace.13307&coi=1%3ACAS%3A528%3ADC%252BC2MXhtlGnsb0%253D
http://pubs.acs.org/action/showLinks?system=10.1021%2Fla052651k&coi=1%3ACAS%3A528%3ADC%252BD28XnslKlsLY%253D
http://pubs.acs.org/action/showLinks?pmid=16439623&crossref=10.1126%2Fscience.1122154&coi=1%3ACAS%3A528%3ADC%252BD28XhtFyls7c%253D
http://pubs.acs.org/action/showLinks?crossref=10.1016%2FS0927-0256%2801%2900256-7&coi=1%3ACAS%3A528%3ADC%252BD38XjvVelsrY%253D
http://pubs.acs.org/action/showLinks?crossref=10.1016%2Fj.gca.2004.06.042&coi=1%3ACAS%3A528%3ADC%252BD2MXptV2qtw%253D%253D
http://pubs.acs.org/action/showLinks?crossref=10.1016%2Fj.mattod.2013.06.008&coi=1%3ACAS%3A528%3ADC%252BC3sXht1alsLfJ
http://pubs.acs.org/action/showLinks?crossref=10.1016%2FS0022-3093%2897%2990133-2
http://pubs.acs.org/action/showLinks?crossref=10.1016%2Fj.micromeso.2014.04.011&coi=1%3ACAS%3A528%3ADC%252BC2cXovFKgtbk%253D
http://pubs.acs.org/action/showLinks?crossref=10.1038%2F292140a0&coi=1%3ACAS%3A528%3ADyaL3MXlslOqtrY%253D
http://pubs.acs.org/action/showLinks?crossref=10.1016%2FS0022-3093%2899%2900367-1&coi=1%3ACAS%3A528%3ADyaK1MXmtVOqt78%253D
http://pubs.acs.org/action/showLinks?crossref=10.1016%2Fj.micromeso.2013.08.041&coi=1%3ACAS%3A528%3ADC%252BC3sXhs1yit7bN
http://pubs.acs.org/action/showLinks?crossref=10.1016%2Fj.micromeso.2013.08.041&coi=1%3ACAS%3A528%3ADC%252BC3sXhs1yit7bN
http://pubs.acs.org/action/showLinks?crossref=10.1111%2Fjace.12707&coi=1%3ACAS%3A528%3ADC%252BC2cXjsFynsLw%253D
http://pubs.acs.org/action/showLinks?crossref=10.1016%2F0022-3093%2891%2990400-Z&coi=1%3ACAS%3A528%3ADyaK3MXhvFejsL0%253D
http://pubs.acs.org/action/showLinks?system=10.1021%2Fjp302428b&coi=1%3ACAS%3A528%3ADC%252BC38Xhs1entLjJ


Journal of Non-Crystalline Solids 452 (2016) 161–168

Contents lists available at ScienceDirect

Journal of Non-Crystalline Solids

j ourna l homepage: www.e lsev ie r .com/ locate / jnoncryso l
Influence of low concentration V and Co oxide doping on the dissolution
behaviors of simplified nuclear waste glasses
Xiaonan Lu a, James J. Neeway b, Joseph V. Ryan b, Jincheng Du a,⁎
a Department of Materials Science and Engineering, University of North Texas, Denton, TX 76203, United States
b Pacific Northwest National Laboratory, Richland, WA 99354, United States
⁎ Corresponding author.
E-mail address: Jincheng.du@unt.edu (J. Du).

http://dx.doi.org/10.1016/j.jnoncrysol.2016.08.026
0022-3093/© 2016 Elsevier B.V. All rights reserved.
a b s t r a c t
a r t i c l e i n f o
Article history:
Received 5 July 2016
Received in revised form 12 August 2016
Accepted 20 August 2016
Available online xxxx
Transition metal oxides are commonly present in nuclear waste and they can alter the structure, property and
especially dissolution behaviors of the glasses used for waste immobilization. In this paper, we investigated va-
nadium and cobalt oxide induced structural and properties changes, especially the dissolution behavior, of Inter-
national Simple Glass (ISG), a simulant nuclear waste glass system. Static chemical durability tests were
performed at 90 °C with a pH value of 7 and a surface-area-to-solution-volume of 200 m−1 for 112 days on
three glasses: ISG, ISG doped with 0.5 mol% Co2O3, and ISG doped with 2.0 mol% V2O5. Inductively Coupled Plas-
ma-Mass Spectrometry (ICP-MS)was used to analyze the dissolved ion concentrations. It was found that doping
with vanadiumand cobalt oxide, even at the lowdoping concentration, significantly reduced the extent of the ISG
glass dissolution. Differential Scanning Calorimetry (DSC) analysis showed that vanadium oxide doping reduced
the glass transition temperature (Tg) while cobalt oxide did not significantly change the Tg of ISG. X-ray diffrac-
tion (XRD), Raman spectrometry and scanning electron microscopy (SEM) were used to analyze the glass sam-
ples before and after corrosion to understand the phase and microstructure changes. These results show that
transitionmetal oxide can have a profound effect on the physical properties and dissolution behaviors of nuclear
waste glasses.

© 2016 Elsevier B.V. All rights reserved.
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1. Introduction

Vitrification is a mature process and space saving technology for nu-
clearwaste disposal. Additionally, the amorphous nature of glassmakes
it relatively insensitive to the effects of radiation and allows the incorpo-
ration of a wide range of elements [1,2]. To ensure the long-term stabil-
ity of the waste glass the chemical durability as a function of several
variables must be understood.

Numerous factors are known to alter the chemical durability of glass
[3–7]. These factors include glass composition [4], leachant composition
[8,9], temperature [10–12], glass surface-area-to-solution-volume ratio
(S/V) [6,13], pH [4,12,14,15], waste loading [16,17], and the effect of ra-
diation doses [18,19]. Phenomenological analysis findings commonly
divide glass alteration into three stages: initial diffusion/hydration, re-
sidual rate and rate resumption, based on the leaching rate change as
a function of time [20]. Following the first stage, an amorphous, deplet-
ed, and hydrated layer, often referred to as a gel layer, is formed at the
surface of glass [21,22]. The most acceptable mechanisms responsible
for the five stages are ion exchange, water molecules attacking bridging
oxygen bonds, chemical affinity of initial glass or passivating effect of
the alteration layer, reactive diffusion between water or glass elements
through the gel layer, and precipitation of secondary phases [23]. Recent
findings also support a new mechanism represented by the stoichio-
metric dissolution of the glass and reprecipitation of an amorphous sil-
ica phase on the surface called interfacial dissolution-reprecipitation
[24–26]. There is not yet a universally applicable mechanism and the
exact one depends on glass compositions and alteration conditions.

Borosilicate glasses have demonstrated the ability to immobilize ra-
dioactive nuclides due to their stability, and relatively easy and inexpen-
sive fabrication process [27]. International Simple Glass (ISG) is a
simplified model composition for corrosion study of HLW glass. ISG
was developed by researchers from six nations (the USA, France, the
UK, Japan, BelgiumandGermany) in a collaborative effort to study nucle-
arwaste glass dissolution/corrosionmechanisms [12,20]. The idea is that
with a standard composition, and, in a collaborative environment, the re-
sults from different groups are more comparable and detailed mecha-
nism of glass dissolution can be elucidated in an expedited way.

To date, several studies have been performed with ISG and here we
summarize the findings from a fewof those. Inagaki et al. [12] have inves-
tigated the initial dissolution rate of ISG under dynamic leaching condi-
tions with a variety of pH (3−10) and temperatures (25–90 °C). Static
chemical durability tests on ISG were also studied by Fournier et al. [14]
at high pHand temperature to accuratelymeasure the time and rate of re-
sumption of alteration. Gin et al. [15] investigated the corrosion behavior
of ISG under alkaline condition, which leads to an extremely high
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Table 1
Chemical composition of ISG.

Oxide Al2O3 B2O3 CaO Na2O SiO2 ZrO2

mol% 3.84% 15.97% 5.73% 12.65% 60.20% 1.62%
wt.% 6.10% 17.30% 5.00% 12.20% 56.30% 3.10%
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solubility of silicon and rapid dissolution. Reiser et al. [9] have started in-
vestigating the alteration of ISG in an iron-rich environment, which is
present in the container thatwill hold thewaste glass. Chemical durability
of ISG containing rare-earth oxides (10 and 15 mol%) was studied by
Mohd Fadzil et al. [17], which revealed a relatively good ability of ISG
for immobilizing rare earth oxide waste. Other properties, such as topog-
raphy, surface chemical composition, as well as thermal and mechanical
properties of ISG have recently been studied [17,28–30].

Transition metal (TM) oxides have been found to strongly influence
the structural and physical properties including the chemical durability
of oxide glasses. For example, it is known that incorporation of a high va-
lence cation, such as zirconium or hafnium, even at low concentrations,
into oxide glasses can significantly improve the chemical durability,
which is explained by its high cation field strength [2,31–36]. Fe3+ and
Zn2+ ionswere also found to improve themechanical and chemical dura-
bility of oxide glasses due to their structural role as glass formers [37]. The
presence of ZnO in borosilicate glass was found to significantly decrease
the initial dissolution rate but increase the residual rate [6]. TiO2 is less ef-
fective in terms of decreasing the initial dissolution rate of soda-lime bo-
rosilicate glass as compared to ZrO2, but a dropof the rate canbe observed
when 4 mol% TiO2 is added into the base glass in comparison with a
smaller amount of TiO2 added [31]. On the contrary, adding MoO3 (0.5,
1.0, 2.0, and 4.0 mol%) into alkali borosilicate glasses causes phase segre-
gation that leads to a decrease of chemical durability [38].

Although a number of chemical durability studies and the effect of
glass composition on representative nuclear waste glasses have been
performed, the effect of weakly soluble oxides in glasses, such as TMox-
ides, on the leaching behavior of glasses and their influence on gel layer
formation and properties are still poorly understood. Our understand-
ing of the effects of glass composition and structure on the chemical du-
rability is still incomplete, as each kinetic regime of glass dissolution has
a specific composition dependency, for instance, Zn in borosilicate glass
has different effects on initial and residual rate [6], and synergistic ef-
fects of each glass component in the glass systemexist [39]. The purpose
of this work is to study the effect of TM oxide addition, especially at low
concentration doping, on the thermal properties and dissolution behav-
iors of ISG-based glasses. More systematic studies of wider doping con-
centration ranges are being studied and will be reported separately.

ISG was used as the base glass composition due to the availability of
the wide range of dissolution data under different conditions as a result
of studies from the international community. To avoid the interaction
effect, only one type of TM oxide was introduced in each sample.
Co2O3 and V2O5 were chosen in order to study the effects of physical
properties and chemical durability upon addition of these dopants. Co-
balt and vanadium were chosen to be representative of group V and
group VIII transition metals, respectively. In addition, V2O5 has been
shown to improve sulfur solubility in borosilicate glasses, which is es-
sential for immobilization of sulfate containing HLW [40,41]; therefore,
understanding the effects of adding this oxide is beneficial. We have re-
cently studied the influence of TMdoping on optical absorption in ISG in
order to understand their effect on the performance of laser assisted
local electrode atom probe (LEAP) [42].

The rest of the paper is arranged as follows. The experimental details
of glass synthesis, characterization such as thermal analysis, diffraction
and scanning electron microscopy, and glass dissolution testing proce-
dure and data analysis methods are then introduced. This is followed
by results of the effect of Co2O3 or V2O5 doping on the dissolution, and
thermal properties of ISG. Finally the discussion of the current results
and conclusion is presented.

2. Experiment details and data analysis methods

2.1. Glass synthesis procedures

The glass samples were prepared by a two-step melting process to
ensure homogeneity. Firstly, around of 500 g of ISG glass with
composition shown in Table 1 was melted in a Pt\\Rh crucible. The
batch of the reagent grade raw transition metal oxide chemicals was
mixed in an agate mill and then melted in the platinum crucible at
1275 °C for an hour in an electrical furnace. The melts were poured
onto a stainless steel plate to cool to room temperature in air. After
cooling, the glass sample was crushed into powders in a tungsten mill.
In the second step, 50 g ISG powders were mixed with 0.5 mol% Co2O3

(ISG+Co) and 2.0mol% V2O5 (ISG+V), respectively, and themixtures
were re-melted at 1350 °C for one hour. The melt was cast into a
preheated stainless steel mold. The prepared glass samples were then
annealed at Tg (around 550 °C) for 6 h and cooled down to room tem-
perature at a rate of 60 °C/h. The ISG + V glass showed a light green
color and the ISG + Co glass showed a blue-purple color. The color of
both glass samples was homogeneous suggesting homogeneity of the
glasses.

Ingots of standard ISG (provided by MO-SCI Corporation), ISG + V
and ISG + Co were crushed and sieved to particle sizes of 63 μm–
125 μm. Four coupons (about 5 mm × 5 mm) of each sample were
polished to 0.04 μm. The powder samples and coupons were washed
in both deionized (DI)water and then ethanol three times ultrasonically
for 3 min. The washed powder and coupon samples were dried in an
oven at 90 °C overnight before being used in the chemical durability
tests.

2.2. Physical property characterization

Differential scanning calorimetry (DSC) was carried out on a
NETZSCH STA 499 F3 in an argon environment with a gas flow of
60 mL/min, a heating rate of 5 °C/min, with a powdered glass sample
(particle size between 63 μm to 125 μm) weighing between 23 mg
and 25 mg in an Al2O3 pan.

Environmental scanning electron microscopy (ESEM) was conduct-
ed on an FEI Quanta ESEMwith a spot size of 3.0 or 3.5 μm and electron
energy of 15 kV to 30 kV to observe surface tomography of altered bulk
samples after Au coating. Energy dispersive spectroscopy (EDS) was
performed on an EDAX (TSL) EDS/EBSD system configured with the
ESEM.

Glass powders before and after chemical durability tests were char-
acterized with high resolution X-ray diffraction (XRD) on a Rigaku Ulti-
ma III with a scanning speed of 2°/min and a step of 0.05°/point.

Almega XR Raman spectrometer (Thermo Electron) was used for
characterization of glass powders before and after chemical durability
tests with an excitation wavelength of 532 nm and a spectral resolution
of 2 cm−1.

2.3. Chemical durability tests

Static chemical durability tests were performed at 90 ± 1 °C in a
compact air forced convection oven (MTI Corporation) for 112 days
with a glass surface-area-to-solution-volume (S/V) ratio of 200 m−1.
The geometric surface area of glass samplewas estimated from an equa-
tion provided in McGrail et al. [43].

SGEO ¼ 3
ρr

ð1Þ

where SGEO is the specific surface area in m2/g, r is the average radius of
the particle (m), andρ is theparticle density (g/m3). In this case, particle
density used for calculation is 2.497 g/cm3, calculated by the method
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developed by Fluegel [44]. The average radius of the particle is 47 μm.
Therefore, the estimated geometric surface area of the glass powder is
0.0256 m2/g. In addition, the density of standard ISG was measured
using specific gravity of solids method with density bottles (10 mL
and 25 mL) at room temperature. Four measurements were carried on
standard ISG powders with a particle size between 63 μm to 125 μm,
and a mass of about 1 g for the 10 mL density bottle and about 5 g for
the 25 mL density bottle. Bubbles in the glass powders and deionized
water were removed ultrasonically for at least 30 min until there was
no visible bubble movement. It yielded a density of 2.523 ± 0.043 g/
cm3, when the density of distilled water used for calculation was
0.997 g/cm3.

A buffer solution with a pH value of 7 was prepared using 0.2 mol/L
of tris (hydroxymethyl) aminomethane (TRIS) buffer solution in
0.1 mol/L HNO3 solution similar to a study by Rajmohan et al. [4].
There was no stirring during the whole chemical durability tests. A
blank buffer solution was added as a reference to show whether ele-
ments leached from the PFA standard jar (Savillex Corporation) to con-
firm that the cleaning process was thorough.

5 mL solution aliquots were obtained at 1 day, 7 days, 14 days,
28 days, 56 days and 112 days (±0.5 h). Measurements of pHwere per-
formed using room temperature solutions on a bench-top pH/mVmeter
(Sper Scientific) with an accuracy of ±0.02 pH. The aliquots were fil-
tered to 10,000 Da (0.45 μm) with syringe filters, then acidified with
5 mL of 0.5 mol/L HNO3 to prevent the formation of colloids. Corroded
coupon samples were obtained at 7 days, 56 days and 112 days, and
cleaned in ethanol and air-dried. At the end of the corrosion test, pow-
der samples were obtained and washed in ethanol, then dried at 90 °C
overnight.

Solution analysis was carried out by a Varian 820 inductively
coupled plasma-mass spectrometry (ICP-MS) with an uncertainty of
~3%. Solution samples were prepared by diluting the original solution
samples by a factor of 100 with 2% (0.16 mol/L) HNO3. Mixed standard
solutions for calibration curves of ICP-MS were prepared in 2% HNO3 at
100, 250, 500, 750, 1000 μg/L for silicon, sodium, calcium, aluminum
and boron, and 10, 25, 50, 75, 100 μg/L for zirconium, vanadium and
cobalt.

The silicon concentration in the solutions could not be determined
accurately in this experiment because the R2 value of silicon standard
curve was less than 0.99. This situation might be caused by hydrolyza-
tion of Si in the standard solutions. Additionally, Shabani et al. [45]
have investigated the polyatomic species derived from silicon sample
solution in the plasma, such as SiO, and SiOH, which may be another
reason for the failure of Si concentration analysis.

2.4. Dissolution data analysis

ICP-MS results were used to calculate the normalized mass loss
(NL, g/m2) from the following equation,

NLi ¼
Ci

Xi
S
V

ð2Þ

where Ci is the concentration (g/m3) of element i in solution, S/V is the
glass surface-area-to-solution-volume ration (m−1) and Xi is the mass
fraction of element i in the glass. The decreasing volume of solution
due to sampling was taken into account when calculating the NL.

Altered glass percentage, altered glass equivalent thickness and re-
tention factor were also calculated according to the study by Rajmohan
et al. [4].

The altered glass percentage (AGB%) calculation is

AGB% ¼ mleached
boron

m0
boron

¼ mleached
boron

m0
glass∙χB

¼ Ct
B∙V

t þ∑t−1
i¼1 Ci

B∙V
i
sv

m0
glass∙χB

ð3Þ
where CBi is the boron concentration (g/m3) at time i in solution,CBt is the
boron concentration (g/m3) at time t in solution, Vt is the solution vol-
ume (m3) remaining in the reactor at time t, Vsvt is the solution volume
(m3) sampled at the time t, mglass

0 is the initial mass of glass powder
(g) and χB is the boron mass fraction in the glass (g/g).

Altered glass equivalent thickness Eq(i) is obtained from the altered
glass percentage AGi%

Eq ið Þ ¼ 1− 1−AGi%ð Þ13
� �

R0 ð4Þ

where

R0 ¼ 3
ρSp

ð5Þ

where ρ is glass density (g/m3). It is assumed that glass grains are per-
fect spheres and have the same specific surface area, Sp (m2/g).

The retention factor (RF) for element i in the glass alteration prod-
ucts can be calculated using

RFi ¼ 1−
Eq ið Þ
Eq Bð Þ ð6Þ

3. Results

3.1. Effects of Co2O3 or V2O5 on transition temperature of ISG

DSC curves of standard ISG, ISG + Co, and ISG + V are shown in
Fig. 1. The glass transition temperatures (Tg) were determined by
intersecting tangents from the DSC curves with visual selection as
shown in Fig. 1. Estimated errors of reported Tg are ±3 °C, according
to a study by Guerette [29], where visual selection was also used
when determining Tg. Moreover, Tg of ISG in the study by Guerette et
al. is 575±3 °Cmeasured by differential thermal analysis inN2 environ-
ment with a heating rate of 10 °C/min [29]. The Tg of ISG + Co is 6 °C
higher than the un-doped ISG, while V2O5 reduces the Tg of ISG by
19 °C.

3.2. Effects of Co2O3 or V2O5 doping on ISG glass dissolution behaviors

The pH data obtained for the duration of the chemical durability ex-
periments for the blank sample, standard ISG, ISG+V, and ISG+Co are
shown in Fig. 2. The pH values of the buffer solutions from standard ISG
and ISG+ Cowere close to the blank sample throughout the entire test,
while ISG + V had lower pH values compared to the blank sample be-
ginning at day 28. The difference became larger with extended time
and the pH in the ISG + V test was 0.2 pH units lower than the other
tests. The reason why V2O5 leads to a decrease of pH value might be
the reaction of vanadate with either hydroxyl and amino functions of
TRIS and forming V(V) complexes [46].

Comparisons of NLs of Al, B, Ca, Na, Zr, Co, and V in ISG, ISG + V and
ISG + Co versus time are shown Fig. 3. B and Na had almost identical
leaching behavior, except that B had about 10% higher NLs throughout
the entire test. The release of B and Na started to decrease after about
14 days, where NLs of B and Na decreased by about 50%with V or Co ox-
ides doping. Ca had similar NLs among the three glass samples through
the test. Al values plateaued around 28 days for standard ISG and
ISG+ Co and 14 days for ISG+ V. Standard ISG sample had the highest
NL of Al among three samples, while ISG+Vhad the lowest. NLs of Zr in
standard ISG and ISG + Co did not change significantly throughout the
entire test, while Zr in ISG+ V had about a six times higher NL than ISG
and ISG+Co. In terms of dopants in ISG, NL of Cowas about eight times
higher than V in ISG after 60 days corrosion.

Retention factors of Na, Ca, Al, and Zr in ISG, ISG+V and ISG+Co at
112 days are shown in Table 2. Al and Zr were the elements mostly



Fig. 1. DSC curves of ISG (left), ISG + Co (middle), and ISG + V (right) between 400 °C and 800 °C with a heating rate of 5 °C/min.
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retained in the gel layer. Even though Si was not detected accurately
from the ICP-MS analysis, it iswell known that Si should also be retained
in the gel layer. The amount of retained Na in the gel layer decreased by
about 42%with addition of V2O5 or Co2O3 in comparisonwith un-doped
ISG. The amount of Ca retained decreased by ~22% for Co2O3 and ~38%
for V2O5 in comparison with un-doped ISG.

XRD patterns of standard ISG and 112 days corroded ISG powders
are presented in Fig. 4. Due to the large amount of amorphous phase,
there was no identification of crystalline phases after 112 days corro-
sion. XRD patterns of ISG + V and ISG + Co before and after corrosion
are the same with un-doped ISG, which are not included in this paper
for conciseness. However, in the study by Rajmohan et al. [4], where dif-
ferent conditions were used, XRD patterns of altered borosilicate glass
surfaces are able to give some indications for the formation of calcium
silicate hydrates after 150 days of alteration, even though clear identifi-
cation is not possible due to the large amount of amorphousmaterials in
the samples.

Raman spectroscopywas used to identifywhether secondary phases
were formed on the corroded glass surface. Raman spectra of standard
ISG, ISG + Co, and ISG + V powder samples before and after 112 days
corrosion are shown in Fig. 5. Peaks at 500 cm−1, 630 cm−1,
1000 cm−1 and 1450 cm−1 are contributed by Si-O-Si bending band,
breathing mode of borosilicate rings, Qn bands and the vibration band
of the BO3 group, respectively [16,29,47,48]. No secondary phases
could be identified after 112 days of corrosion under the experimental
conditions used for the three samples. Lower intensities of Raman
Fig. 2. pH values as a function of time for the blank sample, standard ISG, ISG + V, and
ISG + Co. pH values were measured at room temperature.
peaks of ISG + Co samples may be due to the absorption of the
532 nm laser wavelength (532 nm). The UV–Vis spectrum of ISG + Co
can be found in another study of ours [42]. An interesting finding is
that the peak around 1000 cm−1 shifted to lower wavelengths as a re-
sult of adding V2O5 in ISG, which suggested depolymerization according
to peak assignments of ISG from a study by Abdelouas et al. [49] This
finding is consistent with the decrease of transition temperature in-
duced by adding V2O5 in ISG, where lower the connectivity of glass
structure would reduce the glass transition temperature. Similar
Raman results can be found in a study byMolières et al. [16] where pris-
tine and altered lanthanum-enriched borosilicate glasses were success-
fully characterized by Raman spectroscopy. Qn bands shifted to lower
wavenumbers with increasing lanthanum content in their study,
while Si-O-Si shifted to higher wavenumbers. Raman spectra of the al-
tered glass without lanthanum indicated complete polymerization of
the silicate network, and the Qn bands were better defined for the sam-
ples containing lanthanum [16].

3.3. Surface analyses

SEM images of standard ISG and ISG corroded for 7 days, 56 days and
112 days are shown in Fig. 6. Standard ISG started showing cracking
after 7 days of corrosion and this phenomenon became more severe
after 56 days. Cracks formed on the gel layer may be due to surface ten-
sion generated from evaporation of water in the gel layer during the air-
drying process. This could be avoided by using the critical dryingmeth-
od to get around the surface tension induced damage during evapora-
tion [50]. Possible precipitates were observed on the surface of the ISG
sample corroded for 112 days. However, no secondary phase was de-
tected with XRD and Raman spectroscopy study of the corroded sam-
ples. This can be due to the small volume of the secondary phase
formed on the surface. SEM images of ISG + V and ISG + Co before
and after corrosion are not presented in the paper, since they were al-
most the same as the images of standard ISG.

EDS analysis of cations in un-doped ISG and 112 days corroded ISG
was performed, as presented in Table 3. Boron was not detected with
the EDS analysis. The results show that the corroded glass surface has
a decrease of Na and an increase of Si while Al remains as a similar frac-
tion as compared to pristine ISG. This suggests that the corroded glass is
covered by an alteration layer that is rich in silica. Although EDS analysis
could not give accurate compositional changes of the gel layer due to its
large interaction volume, the trend of increasing silicon and decreasing
sodium content is evident here, which is also supported by solution
analysis. EDS analysis was used to study corroded nuclear waste glass
samples by Weaver et al. [30] and a decrease of sodium content of the
altered layer as compared to the bulk was observed.

4. Discussion

The ICP-MS analysis results of the dissolution studies indicate that B
and Na have almost identical leaching behaviors. V2O5 or Co2O3 at the



Fig. 3. Comparison of normalized mass losses versus time for B, Na, Ca, Al, Zr, Co, and V in ISG, ISG + V and ISG + Co.
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doping level below 2 mol% was found to significantly reduce the disso-
lution rate as reflected in the large decrease of NL for B and Na. Ca in the
three studied glasses showed similar NL values during the chemical du-
rability tests. A decrease in NL of Ca was observed after 56 days, which
might be due to the precipitation of secondary phases (such as calcium
silicate hydrates). Even though both Al and Zr had relatively low NLs
(less than 0.6 g/m2) as compared to other elements, ISG + V had the
lowest NL of Al and the highest NL of Zr. As for the NL of dopants in
ISG, NL of V was less than Co even though the doping concentration is
higher for V.
Table 2
Retention factors of Na, Ca, Al and Zr in ISG, ISG + V and ISG + Co at 112 days.

Sample

Retention factor

Na Ca Al Zr

ISG 0.172 0.791 0.990 0.999
ISG + V 0.099 0.490 0.985 0.984
ISG + Co 0.099 0.611 0.980 0.997

Fig. 4. XRD patterns of standard ISG and 112 days corroded ISG powder samples.



Fig. 5. Raman spectra of standard ISG (left), ISG + Co (middle), ISG + V (right) powder samples before and after 112 days' corrosion test.
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The retention factor calculated from the dissolution data indicated
that Al and Zr were the elements most retained in the gel, consistent
with a study by Rajmohan et al. [4]. Even though Si was not able to be
determined, it is well known that Si should also be retained in the gel.
Some Ca2+ ions are retained in the gel layer and play the role of charge
compensators for Al and Zr in the studied glasses; otherwise, as ob-
served in dissolution of calcium-free glasses, Na would be partially
retained in the alteration layer as a charge compensator which would
result in different dissolution behavior of B and Na [4]. V2O5 or Co2O3

doping reduced the amount of Ca retained in the gel layer,with the larg-
er reduction for V2O5 doping. This result suggests that someV or Co ions
are retained in the amorphous gel layer to compensate the charge of Al
Fig. 6. SEM images of standard ISG (a), 7 days (b)
in the network instead of Ca, where higher change state and doping
concentration of V ions compared with Co ions might be the reasons
that larger reduction of Ca retained in the gel layer for V2O5 doping. Fur-
ther systematic studies of concentration effect of the two oxides are
required.

According to our previous study of UV-spectra of V2O5 or Co2O3

doped ISG [42], where ISG + V has an absorption cutoff at 400 nm
and ISG+ Co has an absorption peak at 450–700 nm, as well as a cutoff
at 300 nm, and other studies on the charge state and local environment
of V or Co in borosilicate glasses with optical absorption [51,52], X-ray
absorption [40,53], NMR [41], tetrahedral V5+ and octahedral Co2+

would be assumed to be the most dominant species in ISG structure.
, 56 days (c) and 112 days (d) corroded ISG.



Table 3
Gross compositional analysis of cations in standard ISG and 112 days corroded ISG with
EDS.

Element (at.%) Standard ISG 112 days corroded ISG

Na 6.7 1.9
Al 5.0 6.1
Si 76.3 84.8
Ca 12.1 7.2
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Future investigations are needed on structural roles and local environ-
ment of cations in ISG. Under the circumstances, according to field
strength of the interstitial cations,

ε ¼ Zc

rc þ roð Þ2
¼ Zc

a2

where Zc is the valence of the cation, and a is the ion-oxygen bond dis-
tance, which equals to the sum of ionic radius of cation rc and the ionic
radius of oxygen ion ro [54]. Tetrahedral V5+ has a larger field strength
due to a higher charge state and a smaller Shannon ionic radius
(0.355 Å) as compared with octahedral Co2+ (0.65 Å for low spin and
0.745 Å for high spin) [55]. This may be one of the reasons that
ISG + V had the highest chemical durability among all three glasses.
Due to its high field strength, vanadium and cobalt ions are expected
to be located in the modifier and non-bridging oxygen (NBO) rich re-
gions based on themodified randomnetwork theory. Theywill increase
the bonding strength of modifier rich region thus increasing the chem-
ical durability as we observed. Molecular dynamics based computer
simulations of Eu2O3 doped silica and sodium silicate glass showed
that Eu3+ ions indeed enter the modifier-rich regions in modified
glasses and have higher coordination numbers and more symmetric
local environments as compared to in pure silica [56,57]. However, at
much higher doping concentrations of TM oxide, their effect on chemi-
cal durability might change. For example, it was found by Douglas et al.
[58] in vanadium oxide (0.1 to 2.0 mol%) doped soda lime silicate
glasses that low doping increases Tg and density of the glass and surface
tension of the melt. At doping concentrations higher than 1.5 mol%, va-
nadiumoxide leads to a rapid decrease in these properties [58]. Thiswas
explained by the changing structural role of vanadium with concentra-
tion. At low concentration, vanadium ions enter the alkali-rich regions
and strengthen the glass structure, while at high concentrations, vana-
dium ions (V5+) become fourfold coordinated, replace Si4+ to enter
and weaken the glass network [58]. Hence the effect of TM oxide on
thedissolution behavior and physical properties canbemore complicat-
ed due to similar effects of changing structure roles of TM ions in the
glasses.

DSC thermal analysis showed that the Tg of ISG + Co is essentially
the same as that of ISG within experimental error (±3 °C). On the
other hand, ISG + V had a noticeable decrease of Tg. Siligardi et al.
[59] have studied small amount (0.1, 0.5, 1.0 mol%) of vanadium oxide
induced changes in CaO-ZrO2-SiO2 glasses. It was also found that V2O5

doping leads to a decrease of Tg., consistent with our findings. However,
it was found in that work that V2O5 doping leads to a decrease of chem-
ical durability of the base glass. This might be due to the presence of
ZrO2, which is known to significantly increase the corrosion resistant
of oxide glasses [2,31–36].

5. Conclusions

Static chemical durability tests of ISG + Co, ISG + V and standard
ISG samples were performed and the dissolution behaviors up to
112 days were studied using ICP-MS. The results show that doping
with vanadium and cobalt oxide, even at low doping levels, significantly
reduce the extent of dissolution, whichwas clearly shown by the reduc-
tion of the normalizedmass losses of Na and B as compared to un-doped
ISG. Interestingly, the dissolution product concentration analyses sug-
gested that addition of transition metal oxide, especially V2O5 in ISG,
significantly reduce the retention factor of Ca in the amorphous gel
layer. The effects of TM oxide doping on thermal properties were also
studied using DSC analyses and it was found that vanadium oxide dop-
ing reduces the Tg of ISG while Co2O3 doping did not significantly
change the Tg of standard ISG. The results suggest that further studies
of concentration effect of the two oxides, as well as other TM oxides
and rare earth oxides, on ISG dissolution behaviors are necessary for a
complete understanding of the doping effect. These works are under-
way and will be presented in future publications.
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Abstract
Atom probe tomography (APT) is a novel analytical microscopy method that pro-

vides three dimensional elemental mapping with sub-nanometer spatial resolution

and has only recently been applied to insulating glass and ceramic samples. In

this paper, we have studied the influence of the optical absorption in glass sam-

ples on APT characterization by introducing different transition metal optical

dopants to a model borosilicate nuclear waste glass. A systematic comparison is

presented of the glass optical properties and the resulting APT data quality in

terms of compositional accuracy and the mass spectra quality for two APT sys-

tems: one with a green laser (532 nm, LEAP 3000X HR) and one with a UV

laser (355 nm, LEAP 4000X HR). These data were also compared to the study of

a more complex borosilicate glass (SON68). The results show that the analysis

data quality, particularly the compositional accuracy and sample yield, was clearly

linked to optical absorption when using a green laser, while for the UV laser opti-

cal doping aided in improving data yield but did not have a significant effect on

compositional accuracy. Comparisons of data between the LEAP systems suggest

that the smaller laser spot size of the LEAP 4000X HR played a more critical role

for optimum performance than the optical dopants themselves. The smaller spot

size resulted in more accurate composition measurements due to a reduced back-

ground level independent of the material’s optical properties.

KEYWORD S

atom probe tomography, borosilicate glass, microscopy, nuclear waste glasses, optical properties, rare

earth oxide, transition metal oxide

1 | INTRODUCTION

Atom probe tomography (APT) is a novel microscopy anal-
ysis technique that is capable to provide three dimensional
composition distributions at sub-nanometer resolution.1,2

The recent introduction of modern laser pulsing systems3-5

has expanded materials systems that can be studied by
APT from primarily metals6,7 to semiconductors,8 inorganic
glasses,9-12 and ceramics materials.13-16 There exist rich

microstructure evolutions in glass materials in the nanome-
ter scale, such as phase separation and nucleation behav-
iors, where APT can provide direct local compositional
information that is challenging to obtain using standard
microscopy methods such as scanning electron microscopy
(SEM) and transmission electron microscopy (TEM).
Borosilicate glasses, for example, have wide industrial and
technological applications, and are the accepted form to
immobilize high-level nuclear wastes.17 APT has been
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applied to study the corrosion layer microstructure of sam-
ples undergone long-term dissolutions and provide insights
on the dissolution mechanism.9,10

A schematic illustration of a local electrode atom probe
(LEAP) system, the most common commercial APT sys-
tem, is shown in Figure 1. By applying a high DC voltage
and either laser or voltage pulses onto a very sharp
(~100 nm diameter) needle-shaped specimen, atoms from
the specimen apex are field evaporated in a controllable
manner. A position-sensitive single-ion detector collects
both chemical (time of flight mass spectrometry) and spa-
tial information for each ion, enabling reconstruction of a
3D elemental map of the specimen with optimally sub-nan-
ometer spatial resolution.18 There is, however, significant
uncertainty regarding the laser-tip interaction for these
novel materials systems and particularly the correlation
between optical properties of the bulk material and its
behavior in the high-field environment of field evapora-
tion.19-21

Field evaporation of oxides by different laser systems in
LEAP analyses has also been studied and compared
recently. Santhanagopalan et al.22 have compared the green
wavelength (532 nm) laser-assisted LEAP 3000X Si and
UV wavelength (355 nm) laser-assisted LEAP 4000X HR
on the analysis of LiFePO4 and results revealed significant
amounts of Li deficiency using the green wavelength laser
despite nominally similar field evaporation conditions.
Many studies have systematically investigated the effects
of specimen shapes, laser wavelength, laser power and fre-
quency on field evaporation of oxides in APT.3,13,14,23,24

Shorter wavelength of laser has been proven to provide
better field evaporation for oxides, which leads to a higher
mass resolving power and signal-to-noise ratio with fewer
premature specimen fractures.

Recently Gin et al.10 analyzed a nuclear glass specimen
altered 25 years in a granitic environment using laser-
assisted APT, which provided insights into the glass corro-
sion processes and mechanisms at shorter length scales
than was possible previously. This study was soon there-
after replicated by others in similar glass corrosion environ-
ments to propose a dissolution/reprecipitation model of
glass alteration.9 Both studies investigated the interface
between hydrated and pristine glass in SON68, a non-
radioactive surrogate of the French nuclear waste glass
R7T7. The concentration profiles of key elements at the
hydration interface from APT showed that boron exhibits
an extremely sharp profile located outside of the Li/H
inter-diffusion layer, which is contrary to prior theories.
Moreover, a comparison of the width of the boron profile
within the hydrated glass as measured by APT, energy fil-
tered transmission electron microscopy and high resolution
secondary ion mass spectroscopy (NanoSIMS) revealed that
APT appeared to be the most accurate and reliable tech-
nique to determine concentration profiles at the water/glass
interface. Hellmann et al.9 subsequently investigated
SON68 altered at 50°C in deionized water by APT and
SIMS and proposed an interfacial dissolution-reprecipita-
tion mechanism, which is not a diffusion-controlled pro-
cess. Critical to this interpretation is whether or not
depletion profiles of Na and Li, measured by both Gin
et al.10,12 and Hellmann et al.9 using APT, can be consid-
ered to be reliable or an artifact of the field evaporation
process.

However, the usage of transparent glass samples poses
a challenge to laser-assisted APT due to low optical
absorption at the laser wavelength of the samples. With-
out impurities or doping, sodium boroaluminosilicate
glasses are transparent in the visible range. Doping with

FIGURE 1 Schematic illustration (not
to scale) of a local electrode atom probe
(LEAP) system (adapted from Kelly et al.1

and Schreiber et al.2) and its application to
glass samples [Color figure can be viewed
at wileyonlinelibrary.com]
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transition metals leads to absorption peaks in visible
wavelengths that create color due to electron excitation
in the split d electronic energy level of transition metal
ions. For free transition metal ions, the 3d electronic
levels are degenerate; however, for transition metal ions
in a crystal or glass, the coordinating anions create an
electrical field, called ligand or crystal field, that leads to
a small splitting of d electron energy levels (~1-3 eV).
The absorption of photons by electronic excitation
between the splitting d electron levels results in absorp-
tion and color formation in the visible range.25 The pur-
pose of this paper is to test the effect of selected
transition metal and rare earth doping on optical absorp-
tion and in term of the detection efficiencies of APT of
nuclear waste glass model systems with two generations
of APT systems that equip different laser sources. In
particular we consider the quantitative accuracy of APT
for alkali species (e.g. Li and Na), which are critical to
glass corrosion but difficult to quantify reliably.

A simple model glass has recently been developed by a
collaborative international working group for studying
nuclear waste glass dissolution/corrosion mechanisms. The
International Simple Glass (ISG) is a model, non-activated
high-level waste aluminoborosilicate glass containing only
6 oxides, in contrast to the approximately 26 components
that make up the SON68 that it is based on.26,27 However,
difficulties appeared while analyzing ISG samples. Fre-
quent sample fractures were accompanied by a prevalence
of Si3+ in the mass spectra, not typically observed in
SON68 under similar analysis conditions and suggestive of
a higher evaporation field,28 and a lower than expected Na
concentration. In a study by Gin et al.,12 20% rate of suc-
cess was obtained for APT analysis on ISG. Together these
suggest that achieving controlled field evaporation of ISG
is more challenging than it is for SON68 glass. Bunton
et al.3 presented that pulse energy density, thermal diffusiv-
ity of the specimen material, specimen tip radius, specimen
taper angle, laser spot size and wavelength are the six
interrelated factors that influence instrument performance.
In their study, smaller spot size improved the mass resolv-
ing power of aluminum but had no effect on the stainless
steel, while shorter wavelength improved the mass resolv-
ing power of stainless steel but had no effect on the alu-
minum. There is not enough literature available about
influences of laser parameters on the characterization of
glass and ceramic materials, let alone vitrified nuclear
waste. Also, APT studies on nuclear glasses have generated
significant new discussions on corrosion mechanisms that
need further validation using simpler material systems that
do not necessarily perform as well during field evapora-
tion.

In this paper, the influences of transition metal dopants
on glass composition measurements and overall APT data

quality and yield are studied systematically using APTs
equipped with lasers of different wavelengths and spot
sizes.

2 | EXPERIMENTAL DETAILS

2.1 | Glass sample preparation

The nominal batch composition of the ISG is shown in
Table 1. A master 500 g batch of ISG was prepared in
which the reagent grade chemicals were first mixed in an
agate with a grinding machine for 4 minutes to homoge-
nize the mixture. The ISG was lab-batched to control the
raw materials and subsequent optical absorption, hence not
from the standard ISG produced by MO-SCI Corporation
(Rolla, MO).26 The powder mixture was then placed into a
platinum crucible with a lid and melted in an electrical fur-
nace at 1275°C for 1 hour. The melts were then poured
onto a stainless steel plate to cool to room temperature.
After cooling, the glass was crushed with a vibrational mill
using a tungsten mortar and ball for 5 minutes. The first
series of doped ISG compositions were then prepared using
50 g of the crushed ISG powder thoroughly mixed with
different oxides of transition metals or rare earth elements,
each dopant and batch compositions are listed in Table 2.
The mixtures were re-melted at 1350°C for 1 h and cast
into a preheated stainless steel mold (~2 cm94 cm91 cm).
The higher temperature used for doped ISG samples was to
increase the homogeneity of the glasses, where the colors
of the glass samples distributed uniformly at this melting
condition. The glass samples were annealed at 550°C for
6 hours and cooled to room temperature at a rate of 60°C/
h. The cast, annealed bars, were then mechanically cut and
polished for UV-Vis analysis and APT sample preparation.
Needle-shaped APT specimens were prepared from V2O5-
doped ISG (ISG+V), Co2O3-doped ISG (ISG+Co) and
SON68 samples (composition of SON68 can be found in a
study by Neeway et al.29) using standard focused ion beam
lift-out procedures with a dual-beam scanning electron
microscope/focused ion beam system (FEI Helios Nanolab
600 and FEI Quanta 3D-FEG, Hillsboro, OR, USA).30

Annular milling was performed using 30 kV Ga+ and final
cleanup was performed with 2 kV Ga+ to minimize ion
beam damage to the sample surface. The nominal final tip
diameter was approximately 100 nm.

TABLE 1 Batch chemical composition of ISG

Oxide Al2O3 B2O3 CaO Na2O SiO2 ZrO2

Mol% 3.84% 15.97% 5.73% 12.65% 60.20% 1.62%

Wt% 6.10% 17.30% 5.00% 12.20% 56.30% 3.10%

LU ET AL. | 4803



2.2 | UV-Vis absorption spectra
measurement

UV-Vis spectra were collected at room temperature using a
Thermo Scientific Evolution 220 (ThermoFisher Scientific,
Waltham, MA, USA) for wavelengths between 200 and
800 nm. Samples for UV-Vis analysis were cut and pol-
ished down to grade P1200 (about 15 lm) on both sides.
The thicknesses of the samples varied from 1 to 10 mm,
which were later used for the calculations of extinction
coefficients of the samples. Since the lab-batched ISG is
transparent and has no absorption in the visible range, the
extinction coefficients were normalized relative to the sam-
ple thickness.

2.3 | Atom probe tomography methods

APT analyses were performed using two different models
of the CAMECA (Gennevillier Cedex, France) LEAP
equipped with different laser pulsing systems: a LEAP
3000X HR and a LEAP 4000X HR. The LEAP 3000X HR
uses a 532 nm wavelength laser and achieves a nominal
spot size at the specimen of about 10 lm diameter (4r
confidence interval), while the LEAP 4000X HR has a
355 nm wavelength laser and in-vacuum optics that
achieve a substantially smaller spot size of about 3 lm
diameter.31 These spot size estimates are approximate and
therefore calibration experiments were performed for com-
paring data from the two tools using commercially avail-
able pre-sharpened Si microposts that exhibit reproducible
tip shapes and absorb both laser wavelengths efficiently.
The silicon charge state ratio (Si2+:Si1+) was determined as
a function of laser energy at a fixed base temperature of
40 K, a laser pulsing rate of 200 kHz and a detection rate
of 0.55% (0.0055 detected ions per pulse) for both tools.
Data were collected with both ascending and descending
laser energies to obviate any effect of tip radius evolution.
The results are plotted in Figure 2. To achieve similar Si
field evaporation, the LEAP 3000X HR required approxi-
mately a factor of 25 higher laser energy per pulse than the
LEAP 4000X HR, in comparison to a factor of 15 differ-
ence reported for similar tools previously.22 An additional

comparative analysis of a LEAP 3000X HR and a LEAP
5000X HR, which uses nominally the same laser system as
a LEAP 4000X HR, recently showed a similar factor of 12
difference.32 Note that the calibration is imperfect as it is
not possible to separate differences in laser spot size from
laser wavelength and other uncontrollable experimental
parameters (e.g. tip shape differences), but it does enable a
reasonable comparison of experimental parameters between
the two tools.

Experimental parameters for APT data collection were
selected based on prior experience with altered SON68
glass using the LEAP 4000X HR.10 From this baseline,
APT data of ISG+V, ISG+Co and SON68 were collected
with the LEAP 4000X HR at a base temperature of 40 K,
a pulsing rate of 200 kHz, a detection rate of 0.25% or
0.3% and laser energies between 120 and 700 pJ/pulse.
Based on the calibration experiment above, the running

FIGURE 2 Comparison of Si charge state ratio as a function of
laser energy readout for the LEAP 3000X HR and the LEAP 4000X
HR [Color figure can be viewed at wileyonlinelibrary.com]

TABLE 2 Nominal loading of transition metal (TM) and rare earth (RE) element oxide dopants added to ISG

TM Oxide Cr2O3 Fe2O3 Co2O3 V2O5 MnO2 NiO CuO TiO2

Cation at.% 0.42% 0.40% 0.39% 0.35% 0.37% 0.50% 0.50% 0.50%

Oxide wt% 0.50% 0.50% 0.50% 0.50% 0.50% 0.58% 0.62% 0.62%

RE Oxide Er2O3 Pr6O11 CeO2 Nd2O3 Eu2O3 Sm2O3

Cation at.% 0.50% 0.50% 0.50% 0.50% 0.50% 0.50%

Oxide wt% 1.49% 1.32% 1.34% 1.31% 1.37% 1.36%
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parameters for the LEAP 3000X HR were selected to be a
base temperature of 40 K, a pulse rate of 200 kHz, a detec-
tion rate of 0.2% and laser energies between 4 and 10 nJ/
pulse (the maximum practical energy for this laser system).
Data reconstruction and analyses were performed with the
IVAS 3.6.8 software package (CAMECA).

3 | RESULTS

3.1 | Effect of glass composition on UV-Vis
adsorption spectra

The measured absorption coefficients of un-doped ISG
and SON68 from UV-Vis analysis are plotted in Fig-
ure 3. In each panel of the figure, a circle is used to
indicate the 355 nm wavelength of the laser in the
LEAP 4000X HR and a triangle marks the 523 nm
wavelength of the LEAP 3000X HR. By definition, ISG
is a simple glass with few additional elements that
enable optical absorption. This results in a visibly trans-
parent and colorless glass to the human eye. This is con-
firmed by UV-Vis characterization that reveals a very
sharp drop off in the optical absorption around 300 nm
with no sigifnicant absorption within the visible wave-
length range. By contrast, SON68 contains several ele-
ments that absorb well within the visible spectrum
resulting in the glass being visually black in appearance.
In the UV-Vis absorption spectrum, this black appear-
ance is reflected by significant absorption across much
of the visible light spectrum. In the context of the two
laser pulsing systems used in this study, un-doped ISG
is not expected to absorb well at either wavelength,
while SON68 is expected to absorb the UV wavelength
laser (355 nm) well, and only moderately well at the
green wavelength laser (532 nm).

The addition of transition metals evokes a wide range
of optical properties in the ISG. For example, ISG+Co,
ISG+Ni and ISG+Mn have good absorption at ~600, ~450
and ~475 nm, respectively. ISG+Cu has an absorption

band at ~750 nm, while ISG+Cr absorbs wavelengths
between 350 and 625 nm. The resulting UV-Vis absorption
spectra from a wide range of transition metal doped ISG
are exhibited in Figure 4. ElBatal et al.33 have also studied
UV-Vis absorption of transition metal doped SiO2–B2O3–
Na2O glasses and the optical density of the borosilicate
glasses containing different transition metals. The absorp-
tion peak positions for the doped ISG samples are in a
good agreement with those from the study by ElBatal
et al.,33 even though there are some noticeable shifts due
to the difference in base glass compositions between the
two that influences the splitting of the 3d electronic level.

The optical properties of ISG can also be altered by
incorporating rare earth oxide elements. The resulting UV-
Vis absorption spectra from these samples are summarized
in Figure 5. Compared to the broad absorption peaks cre-
ated by the 3d transition metals in ISG, the absorption
spectra of rare earth doped glasses show more complex
and sharper features across much narrower ranges of wave-
lengths. These well-defined features are consistent with the
published spectra in the literature. For example, a study by
Nachimutht and Jagannathan34 on the absorption spectrum
of Pr3+-doped 2CaO–3B2O3–Al2O3 glass, and spectra of
absorption coefficients of Nd3+ (3 wt%) glass in a study by
Dorosz35 are in excellent agreement with the measured
spectra of rare earth doped ISGs. It is well-known that
shielding of 5S25P6 orbitals causes 4f electrons to be less
influenced by the ligand fields and hence their absorption
spectra have sharp features nominally independent of the
host environment. Conversely, the electronic levels of d
electrons of the transition metals are strongly influenced by
the local environment and ligand fields.

In the context of improving the optical properties of
ISG for characterization by laser-pulsed APT, it is apparent
that the broader absorption peaks created by transition
metal doping are more advantageous than the extremely
sharp features created by rare earth incorporation. There-
fore, ISG+V, ISG+Co and SON68 were chosen for laser-
assisted APT analyses according to their relevant optical

FIGURE 3 Absorption coefficient plots of ISG and SON68. The circle represents the absorption coefficient for UV laser wavelength
(355 nm) and the triangle represents the absorption coefficient for green laser wavelength (532 nm)
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absorption properties. The measured absorption coefficients
of ISG+V, ISG+Co and SON68 at the relevant wave-
lengths of the laser utilized in this study are summarized in
Table 3. Un-doped ISG has an absorption cutoff at
~300 nm, suggesting that, neglecting field-induced band
bending during APT field evaporation,20 it is nominally
transparent to both the UV and green laser wavelengths.
ISG+V has a good absorption coefficient for the UV laser
wavelength and is nominally transparent to the green laser
wavelength, and conversely ISG+Co has good absorption
at green wavelengths and is relatively transparent at the
UV laser wavelength. Lastly SON68 glass has a good
absorption coefficient at both wavelengths, but is signifi-
cantly more efficient at the UV wavelength (355 nm) than
the green wavelength (532 nm). Comparison of APT data

collected from these three samples could therefore provide
novel insights into the systematic influence of transition
metal doping, optical properties and applied laser wave-
length on the overall APT data quality.

3.2 | Effect of glass composition on APT
characterization

3.2.1 | Comparison of APT mass spectra

Mass spectra collected using green (k=532 nm) laser puls-
ing on the LEAP 3000X HR are presented in Figure 6. A
broad and prominent evaporation hump is apparent in all
three spectra, indicating significant delayed evaporation of
ions at an ill-defined time after the laser pulse. As the

FIGURE 4 Absorption coefficient plots of first series of transition metal elements doped ISGs. The circle represents the absorption
coefficient for UV laser wavelength (355 nm) and the triangle represents the absorption coefficient for green laser wavelength (532 nm)
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absorption efficiency decreases from SON68 to ISG+V the
prominence of the broad delayed evaporation peak
increases. This suggests that the optical properties of the
glass influences the ability of the laser pulse to produce
well-defined evaporation peaks when utilizing the LEAP
3000X HR with a green wavelength laser and a relatively
large laser spot size.

Mass spectra collected using UV wavelength
(k=355 nm) laser pulsing with the LEAP 4000X HR from
SON68, ISG+V and ISG+Co samples are presented in Fig-
ure 7. In comparison to the mass-spectra collected with
green laser pulsing, none of the mass spectra from UV
laser pulsing exhibit a significant delayed evaporation
hump, resulting in a much more uniform background
across the spectra. All three spectra collected with UV laser

pulsing exhibit generally similar peak shapes and back-
ground levels, suggesting similar evaporation behavior
despite the ISG+Co exhibiting a gap in absorption at
355 nm.

3.2.2 | Comparison of glass compositions
from APT measurements

The APT-measured composition of the doped ISG and
SON68 glass samples from both LEAP systems are sum-
marized in Tables 4 and 5 along with the expected nominal
compositions. In all cases there are significant discrepan-
cies between the measured and anticipated compositions.
There is a consistent O deficiency in the APT measured
composition for all datasets, except ISG+Co and SON68

FIGURE 5 Absorption coefficient plots of selected rare earth elements doped ISGs. The circle represents the absorption coefficient for UV
laser wavelength (355 nm) and the triangle represents the absorption coefficient for green laser wavelength (532 nm)
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measured with green laser pulsing. This is generally antici-
pated for APT characterization of many oxides, although
the exact mechanism resulting in this deficiency is still
uncertain.36 The measured alkali content is also of great
interest for glass corrosion behaviors and shows tremen-
dous variability among the measurements. For SON68
glass, where both laser wavelengths are expected to absorb
reasonably well, UV laser pulsing results in generally rea-
sonable alkali concentrations while green laser pulsing
results in tremendous deficiencies for both Na and Li of
~82% and ~60% relative to their nominal concentration,

respectively. Alkali deficiencies also exist in the doped
ISG samples for both laser systems, where UV laser puls-
ing resulted in Na deficiencies of ~67% and ~78% with Co
and V dopants, respectively. This alkali deficiency is still
worse for green laser pulsing with nearly 100% of the Na
going undetected or unidentified in background for the two
doped ISGs.

Boron is another critical element to quantify reliably in
glass corrosion studies. No systematic trends were observed
for B across the samples and laser wavelengths with excess
detected (e.g. SON68 for both laser wavelengths and
ISG+V with green laser pulsing) while others indicated a
small deficit (ISG+Co for both laser wavelengths and
ISG+V with UV laser pulsing). Combined this suggests
that detection of B is not itself a major problem for APT
characterization; however, its quantification has a signifi-
cant uncertainty. Part of this uncertainty originates from
peak overlaps of 27Al16Ox with

11B16Ox+1 that are difficult
to decompose. From an overall perspective, it appears that

TABLE 3 Absorption coefficients of ISG+V, ISG+Co and SON68

Absorption
Coefficient (cm�1) 532 nm 355 nm

ISG+V 0.21 7.12

ISG+Co 8.92 2.23

SON68 16.74 38.72

FIGURE 6 APT mass spectra of SON68 and doped ISGs collected using green laser pulsing with a LEAP 3000X HR. Prominent ion peaks
are labeled in each mass spectrum. A fully labeled mass spectrum (0 to 80 Da) of SON68 analyzed on LEAP 4000X HR can be found in the
appendix. UV-Vis spectra are inset for each material and the vertical dashed line indicates the 532 nm laser wavelength [Color figure can be
viewed at wileyonlinelibrary.com]
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UV laser pulsing produced generally reasonable composi-
tions with the exception of the substantial Na deficiency in
the ISG samples, while green laser pulsing resulted in
much more substantial alkali deficiencies for all samples.
Hydrogen is also an element of great interest in glasses and
glass corrosion, but there are challenges to quantify its con-
centration and no effort was made to study H in this
work.37-39

3.2.3 | Closer inspection of APT mass spectra

Further inspection of the collected mass spectra was per-
formed to better understand the possible origins of the
measured compositional deficiencies and identify metrics
that can potentially indicate the reliability of each APT
measurement. The calculated mass resolving powers (m/
Dm) from the full-width at half maximum (FWHM) of the
16O1+ peak, a common metric in determining the quality of
the mass spectra,40 are summarized in Table 6. Higher val-
ues generally reflect better data quality. For ISG+Co and

SON68, the data collected using green laser pulsing yielded
a significantly higher mass resolving power than the corre-
sponding data collected using UV laser pulsing. For ISG+V

FIGURE 7 APT mass spectra of SON68 and doped ISGs collected using UV laser pulsing with a LEAP 4000X HR. Prominent ion peaks
are labeled in each mass spectrum. A fully labeled mass spectrum (0 to 80 Da) of SON68 analyzed on LEAP 4000X HR can be found in the
appendix. UV-Vis spectra are inset for each material and the vertical dashed line indicates the 355 nm laser wavelength [Color figure can be
viewed at wileyonlinelibrary.com]

TABLE 4 Nominal and APT-measured concentrations (at.%) of
the key elements (exclude H and Ga) for ISG doped with either Co
or V when using UV (k=355 nm; small laser spot size) or green
(k=532 nm; larger laser spot size) laser pulsing

ISG Nominal

ISG+Co ISG+V

532 nm 355 nm 532 nm 355 nm

B 9.56% 6.95% 8.19% 22.20% 7.66%

Ca 1.71% 1.26% 3.00% 2.23% 2.46%

O 60.33% 60.86% 57.54% 57.83% 57.68%

Na 7.58% 0.07% 2.46% 0.00% 1.66%

Al 2.30% 2.94% 3.48% 7.56% 3.44%

Si 18.03% 25.54% 23.61% 9.48% 26.14%

Zr 0.49% 1.99% 1.45% 0.00% 0.78%

Other 0.00% 0.39% 0.27% 0.70% 0.18%
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the data from UV laser pulsing yielded a slightly higher
mass resolving power, possibly as a result of the very small
dataset produced from green-laser pulsing. When taking
into account the overall appearance of the mass spectra it
is apparent that the nature of the background in the spectra
results in this contradictory quantification. For green laser
pulsing, the 16O1+ peak contains relatively low background
as the majority of the background is confined to much
higher mass-to-charge-state ratios as a result of the delayed
evaporation hump. In contrast, background from UV laser
pulsing is much more localized to the peaks themselves,
leading to a higher background affecting the mass-resolving
power calculation. Therefore, the mass spectra from UV
laser pulsing yields a quantitatively worse mass resolving
power despite a visually “better” appearance overall and
much more accurate compositional measurements.

Considering the misleading nature of this most common
metric for data quality, other metrics were pursued to better
compare the mass spectra. The most useful of these is the
percentage of ions that were successfully identified and
ranged, as summarized in Table 7, which shows very clear
differences between the data collected using the LEAP
4000X HR and the LEAP 3000X HR. The data collected
using UV laser pulsing yielded consistent identification of
~62% (including H and Ga ions) of the spectrum count
within the reconstructed field of view for all three samples.
Conversely, green laser pulsing resulted in less than 30%
of the detected counts in identifiable peaks, with the
ISG+V sample having less than 4% identified from its

detected events, albeit from a relatively small dataset. Note
that background subtraction was not performed for these
calculations. These quantifications directly reflect the gen-
eral visual quality of the mass spectra and also the resulting
compositional reliability, particularly when comparing the
data between the two laser systems. However, this metric
does not reflect the significant alkali deficiency in the data
collected by UV laser pulsing for doped ISG (alkali defi-
cient, 62% of ions identified) versus SON68 (not alkali
deficient, 62% of ions identified).

Percentage of multihits was also considered as an indi-
cator of data quality. A multihit event is defined as the
detector observed more than one detection event during a
single pulse interval.41 To date there are only sparse data
that link multihit fractions with compositional errors,42,43

although multihit fraction is a rarely reported data parame-
ter in general. The percentage of multihit events for the
glass samples analyzed here are summarized in Table 8.
No clear trend is apparent for alkali loss as a function of
multihit fraction, although the multihit fraction is signifi-
cantly smaller for ISG+V especially with green laser puls-
ing, which exhibited the largest loss of alkalis among the
six measurements. This suggests that atypically small mul-
tihit fractions could indicate greater alkali loss. Currently
this hypothesis appears inconclusive but it is suggested that
future studies consider this parameter.

If the laser energy absorbed is significantly different
among these datasets, one might expect the evaporation
field to also be significantly different. It is common to use
the charge state ratio of specific elements to give some
indication of the relative field strength during APT analy-
sis. In the case of oxides, it can be argued that the ion ratio
of 16O1+:16O2

1+ gives the best indication of the field evap-
oration condition44 and this parameter is summarized for
the glass samples in Table 9. Significant variability exists
among the measurements with one noteworthy trend. For
UV laser pulsing, the doped ISG samples exhibit higher
ratios, indicative of a higher evaporation field, than the
SON68 glass. This correlates with alkali loss in the ISG
samples, which could occur via selective evaporation of the
more easily ionized alkalis between pulses at the higher
standing field. However, there are no consistent trends
among the green laser data, or between data collected with
green and UV lasers for any one glass.

TABLE 6 The mass resolving power (m/Dm) of APT data for the full-width at half maximum (FWHM) using the 16O1+ peak from ISG+Co
or ISG+V and SON68 glass

Sample
wavelength

ISG+Co ISG+V SON68

532 nm 355 nm 532 nm 355 nm 532 nm 355 nm

m/Dm 764 608 428 503 715 218

TABLE 5 Nominal and APT-measured concentrations (at.%) of
the key elements (excluded H and Ga) for SON68 when using either
UV (k=355 nm; small laser spot size) or green (k=532 nm; larger
laser spot size) laser pulsing

Element Nominal 532 nm 355 nm

B 8.41% 11.14% 10.45%

Ca 1.50% 0.86% 1.55%

O 59.13% 60.09% 55.28%

Na 6.83% 1.19% 7.26%

Al 2.03% 1.58% 2.34%

Si 15.80% 11.30% 13.66%

Li 2.76% 1.09% 4.03%

Other 3.54% 12.75% 5.43%
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4 | DISCUSSION

The combination of the glass optical properties and laser
pulsing system resulted in significant changes in both the
appearance of the APT mass spectra and compositional
quantification of the various borosilicate glasses used in
this study. The smaller spot size and shorter wavelength of
the UV laser on the LEAP 4000X HR resulted in improved
peak identification and compositional accuracy especially
for alkali species for all samples, even though the ISG+Co
exhibited better absorption at green laser wavelengths than
UV during zero-field UV-Vis absorption analyses. This
result is in good agreement with previous attempts to com-
pare alkali quantification on the two LEAP platforms for
LiFePO4, in which the green laser-pulsed system exhibited
similarly strong Li deficiencies.22 Generally speaking, the
larger spot size and longer wavelength of the LEAP 3000X
HR produced a very prominent delayed evaporation hump
across all accessible parameter space. This resulted in a rel-
atively small percentage of the detected ions arriving at
identifiable peaks as compared to data from the LEAP
4000X HR. This mass spectrum difference correlated with
the selective loss of nearly all alkali species in data col-
lected with the LEAP 3000X HR.

The reliability of APT to characterize alkali species and
boron in borosilicate glass, both spatially and composition-
ally, is at the heart of a debate regarding the mechanism of
borosilicate glass alteration.9,10,12 In the work of Gin
et al.,10 a LEAP 4000X HR (k=355 nm, 50-120 pJ/pulse)
was used to demonstrate two distinct compositional profiles
in altered SON68 glass: a sharp B dissolution front, and a
broader ion exchange layer consisting primarily of H
exchange with Li and Na. Subsequently, Hellman et al.9

produced similar APT data also using SON68 glass on a
CAMECA LaWaTAP (k=340 nm, 10 nJ/pulse) in which
they reproduced the sharp B dissolution front but ascribed
the Li and Na depletion observed in both studies to an
aberration from surface diffusion and migration. Although
not mentioned in the Hellman manuscript, the nominal
laser spot size of a LaWaTAP has been reported previously
to be about 100 lm or larger diameter.45 Here we focus
our discussion on the reliability of the APT data itself and
not on the impact of those data on glass alteration mecha-
nisms.

The data presented in the current manuscript clearly
demonstrate that the quantification of alkali species
depends on both the glass composition (i.e. optical proper-
ties) and the laser pulsing system used to initiate field

TABLE 8 Percentage of multiple hit ions to total ions detected from reconstructed APT volume during APT field evaporation of glass
samples using either green or UV laser pulsing

ISG+Co ISG+V SON68

532 nm 355 nm 532 nm 355 nm 532 nm 355 nm

Multiple hits 219 978 401 833 23 240 608 811 546 032 3 437 675

Total ions 513 965 999 941 138 570 2 488 861 1 851 155 9 555 552

Percentage multihit 42.8% 40.2% 16.8% 24.5% 29.5% 36.0%

TABLE 7 Percentage of ranged ions (included H and Ga) from APT data of glass samples using UV or green laser pulsing

ISG+Co ISG+V SON68

532 nm 355 nm 532 nm 355 nm 532 nm 355 nm

Ranged ion count 127 500 620 345 5328 1561 561 488 454 5 865 986

Spectrum count 513 971 999 947 138 575 2 488 866 1 851 159 9 555 426

Percentage ranged 28.7% 62.0% 3.8% 62.7% 26.4% 61.4%

TABLE 9 Ratios of 16O1+:16O2
1+ ions from APT data collected from glass samples using either green laser or UV laser pulsing.

Corrected
ion count

ISG+Co ISG+V SON68

532 nm 355 nm 532 nm 355 nm 532 nm 355 nm
16O1+ 25 110 169 142 76 476 714 62 332 1 081 937
16O2

1+ 9229 56 583 94 119 915 51 215 417 704

Ratio 3.68 2.99 0.81 3.98 1.22 2.59
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evaporation. For all three glass compositions used in this
study, green laser pulsing with a relatively large spot size
produced strong alkali deficiencies that were slightly less
prominent in the glass that absorbed most efficiently
(SON68). Conversely, UV laser pulsing with a small laser
spot size produced near-stoichiometric concentrations of
alkali for SON68 and significant Na deficiencies for doped
ISG materials. It is also interesting to compare the compo-
sitions measured by Hellman et al.9 on SON68, with
~1 at.% Li and ~1 at.% Na and ~5 at.% B. These concen-
trations are all much smaller than the expected stoichiome-
try but fairly close to the concentrations obtained on
SON68 using the green laser LEAP 3000X HR, which has
a significantly smaller spot size than the LaWaTAP system,
although the B concentration is much lower. This is likely
due to differences in handling the peak overlaps related to
AlOx and BOx+1 and other overlaps, whereas Li and Na
have no significant peak convolution issues. Taken
together, these analyses suggest that a proper alkali mea-
surement requires both efficient absorption of the laser and
also a small spot size. If either of these criteria are not met,
significant alkali deficiencies can be expected.

Considering the likelihood of compositional errors in
these measurements, it would be advantageous to have fea-
tures within the APT data that could indicate the quality of
the measurement. Visual inspection of the mass spectra
obtained using the LEAP 3000X HR, as shown in Fig-
ure 6, immediately showed prominent delayed evaporation
that could not be assigned to any one element. These spec-
tral features coincided with massive alkali deficiencies and
should be considered a possible indicator of significant
compositional errors. Conversely, mass spectra obtained
using the LEAP 4000X HR for the doped ISG materials
did not exhibit any significant features that could be indica-
tive of the corresponding alkali deficiencies in comparison
to the spectrum collected from SON68 glass. Indeed the
mass resolving power, percentage of identified ions, multi-
hit fraction and the ratio of O1+:O2

1+ show no significant
trends among the materials when using the LEAP 4000X
HR and therefore cannot be reasonably used to validate the
resulting composition measurement.

One of the tangential goals of optical doping of the ISG
was to improve its overall yield and viability for APT char-
acterization. In particular, we note from Table 8 that green
laser pulsing of ISG+V was particularly prone to premature
tip fracture and very small datasets and also exhibited the
worst laser absorption. It is interesting to note that Co dop-
ing was successful in improving the yield of ISG using UV
laser pulsing despite not exhibiting a significant change in
UV-Vis absorption at 355 nm. It is speculated that the
absorption spectra is significantly altered during the high-
field conditions of APT analysis, which have been shown
to shift the band structure of most insulators.21 While the

limited set of APT data presented in this study is not
definitive, it is suggested that higher levels of doping may
be more advantageous and potentially result in overcoming
the alkali concentration deficiency observed in the data col-
lected from the ISG. However, doping levels should be
chosen carefully as even low concentration of vanadium or
cobalt oxide added to ISG has been shown to significantly
reduce the dissolution rate in aqueous solutions.46

One additional topic of discussion is that the ISG ana-
lyzed here is lab-batched. The lab-batched glass is com-
pletely colorless in comparison with the light-green color
of the standard ISG produced by MO-SCI Corporation
(Rolla, MO).26 Therefore, different APT performances and
results between the ISG in this paper and the standard ISG
might be observed due to their different UV absorption cut-
offs, which should be considered when comparing the cur-
rent data with future results published using the widely
distributed batch of ISG produced by MO-SCI. More stud-
ies regarding influences of optical absorptions of materials
on its characterization by APT and laser parameters (wave-
length, spot size, laser energy, etc.) of LEAP systems are
suggested, especially investigations of UV-Vis absorption
of materials under high evaporation field or similar condi-
tions with LEAP experiments. Local compositional infor-
mation from APT can provide insight of the fundamental
mechanism of these property changes.

5 | CONCLUSIONS

Transition metal and rare earth ion doped model nuclear
waste glasses in the base composition of ISG were pre-
pared and their optical absorption properties were measured
and compared with the literature. Based on the optical
absorption, three base glass compositions were chosen to
perform laser-assisted APT experiments on two LEAP sys-
tems with different laser wavelengths and spot sizes. The
results provide insights on the influence of the test mate-
rial’s optical properties and the APT laser setup on the suc-
cessful analysis of glass materials. Several conclusions can
be drawn from the study: (i) there is a 25 times laser
energy readout difference between LEAP 3000X HR and
LEAP 4000X HR due to different laser spot size, laser
wavelength and other tool parameters; (ii) shorter laser
wavelength and smaller spot size can improve overall evap-
oration behavior, compositional accuracy, and chemical
identification in APT analysis on nuclear waste glasses;
and (iii) spot size may have stronger effect than wavelength
and a comparison of two lasers of the same spot size
would be highly valuable. Finally, the results show that
altering the optical absorption by adding small amount of
transition metal in ISG could improve the performance in
the green laser-assisted APT studies.
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